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EXECUTIVE SUMMARY 
 
 

 An integrated system for the fusion of product and process sensors and controls 
for production of flat glass was envisioned, having as its objective the maximization of 
throughput and product quality subject to emission limits, furnace refractory wear, and 
other constraints.  Although the project was prematurely terminated, stopping the work 
short of its goal, the tasks that were completed show the value of the approach and 
objectives.  Though the demonstration was to have been done on a flat glass production 
line, the approach is applicable to control of production in the other sectors of the glass 
industry.  Furthermore, the system architecture is also applicable in other industries 
utilizing processes in which product uniformity is determined by ability to control feed 
composition, mixing, heating and cooling, chemical reactions, and physical processes 
such as distillation, crystallization, drying, etc.   
 
 The first phase of the project, with Visteon Automotive Systems as industrial 
partner, was focused on simulation and control of the glass annealing lehr.  That work 
produced the analysis and computer code that provide the foundation for model-based 
control of annealing lehrs during steady state operation and through color and thickness 
changes.  In the second phase of the work, with PPG Industries as the industrial partner, 
the emphasis was on control of temperature and combustion stoichiometry in the melting 
furnace, to provide a wider operating window, improve product yield, and increase 
energy efficiency.  A program of experiments with the furnace, CFD modeling and 
simulation, flow measurements, and sensor fusion was undertaken to provide the 
experimental and theoretical basis for an integrated, model-based control system utilizing 
the new infrastructure installed at the demonstration site for the purpose.  In spite of the 
fact that the project was terminated during the first year of the second phase of the work, 
the results of these first steps toward implementation of model-based control were 
sufficient to demonstrate the value of the approach to improving the productivity of glass 
manufacture.   
 

End-to-End Control System Infrastructure 
 
 Equipment and software were acquired to implement end-to-end hierarchical 
control on Line 2 at PPG's Mt. Zion, IL plant, from the batch house to the ware room.  
The portions of the system controlling combustion and crown temperature were installed, 
brought on line, and performed as expected.  The frequency of unexpected excursions in 
crown temperature was reduced to near zero.  The means to integrate glass quality 
measures with production control are to be implemented in the near future.  The results of 
the work described below are components of the control system to be developed using the 
infrastructure now in place.   
 

 - viii -



NOx Control Experiments 
 
 At plants in locations where emissions limits are low, NOx formation can become 
the principal factor limiting glass production, especially of highly-colored automotive 
products having poor transmission of infrared radiation through the molten glass and 
requiring high furnace temperatures.  The response of NOx to furnace conditions and 
behavior of the existing NOx control system were investigated in a series of experiments 
in the production furnace.  Open loop tests showed that the variability in NOx sensor 
output due to sensor noise and other process controls was generally small.  Static changes 
in control value determined the extent of control that is possible using the present control 
strategy.  The NOx production time constant, gain, and transport delay were measured.  
Port-to-port changes in air-to-gas ratio identified the ports whose stoichiometric ratios 
have the greatest influence on NOx emission.  Finally, by changing the NOx control 
variable midway through a firing cycle, the dynamics between the control variable and 
NOx response were determined.   
 
 Control loop interactions and sensor dynamics were identified that were not 
previously known, or had not been well understood, prior to the tests.  Interaction was 
observed between the NOx and furnace pressure control loops.  An anomalous peak in 
NOx was seen during the reversal from right firing to left firing.  The NOx control loop 
exhibited a different transport delay during the steady portion of the reversal cycle than at 
the start of the cycle.  It is believed that some of these effects and other undesirable 
characteristics of the control system can be explained by differing responses of the 
continuous emission monitor to abrupt changes in exhaust gas flow rate and composition.  
As a result of this work, similar NOx tests can be performed for other glasses in a much 
shorter time.  The results suggested possible improvements in the NOx control system 
that should be pursued in the near-term and more complex approaches that might be 
incorporated in the system to be based on the combustion model, whose development is 
described below.   
 

Furnace Simulation for Model-Based Control 
 
 The ultimate goals of the furnace simulation are to provide the basis for model-
based control of combustion space and glass conditions, fundamental understanding of 
process behavior, identification of control variables and their parameters (gains), and a 
tool that will assist in the evolution and evaluation of furnace designs.  In the phase of the 
work that was completed, the objectives were:  1.  to use Computational Fluid Dynamics 
(CFD) simulations to understand port-to-port interaction of the flows in the glass furnace, 
and  2.  to identify and make recommendations regarding the experimental data that 
would be most useful for model validation.  Since few experimental measurements were 
available from inside the PPG Line 14-2 furnace, an existing database (Newbold et al., 
1997) was chosen to address the first objective.  The furnace examined by Newbold and 
coworkers was a side-port, regenerative, flat glass furnace similar to the PPG furnace 
chosen for the present study.  Three separate simulations and an extensive sensitivity 
analysis were performed:   
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1. A single-port simulation to compare the velocity, temperature, and species 

concentration fields with the experimental data.   
 
2. A three-port simulation to identify the influence of nearest neighbor ports on 

the middle port.   
 
3. A full furnace simulation to identify the influence of all other ports on a single 

port.   
 
4. A sensitivity study to identify the influence of:   

a. Glass surface temperature boundary conditions on the burner plane 
and on the whole domain.   

 
b. Inlet air flow rates on the gas velocity, temperature and major species 

concentration distributions in the furnace.   
 
c. Inlet air velocity profiles on the gas velocity, temperature, and major 

species concentration distributions in the furnace.   
 
d. Computational resolution of mixing in a port neck on gas velocity, 

temperature, and major species concentration distributions in the 
furnace.   

 
e. The crown temperature profile on properties in the burner plane and on 

the whole furnace domain.   
 
 The three different glass furnace models were chosen to establish the effects of 
boundary conditions and port-to-port interactions.  All three models produced similar 
results for all variables in the region from a distance of about one meter above the glass 
surface to the crown.  However, in the flame region, where the gradients in scalar 
properties are steep, the simulation results were sensitive to mesh resolution and to 
conditions such as inlet air flow rates.  Gas velocity distributions and, in some cases, the 
gaseous species concentrations, were calculated by the models with good accuracy, but 
the simulations were not able to reproduce the temperature measurements or the species 
concentrations, in most cases.  The simulations did successfully establish that port-to-port 
interactions have only minimal influence on flame chemistry, but a significant effect on 
exhaust gas flow rates.   
 
 In order to obtain reliable predictions of temperature and major species under all 
conditions and at all locations in the flames and furnace, the following combination of 
experimental measurements and improvements to the calculations was proposed:   
 

1. Port-by-port air and fuel flow rates and velocity and temperature distributions 
in the combustion air at the inlets should be measured with good accuracy.    

 
2. An accurate mean glass surface temperature, the crown temperature, and 

the crown refractory emissivity should be obtained.    
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3. Mixing should be resolved more accurately in the near burner region, which 
 acts as a boundary condition for the full furnace model, in order to capture 

port-to-port interactions.    
 
4
 

. Large eddy simulations to resolve more physics in the flames.   

5. For NOx model validation, measurements of NOx concentrations in the 
 combustion space and, preferably, within the flames, along with 
 measurements of the inlet and boundary conditions described above.   

 
Fusion of Temperature Measurements for Furnace Control 

 
 Rider arch temperatures were proposed as attractive candidates for monitoring of 
conditions in the furnace and regenerators.  The behavior of rider arch temperatures can 
be monitored with little effort, and great stability, by imposing a template such as an 
exponential fit, or an even better approximation in the form of a wavelet, extracting and 
tracking average values over whole cycles, and monitoring incoming data for departure 
from the predictive template.  Fusion of sensor output in this way can stabilize control 
loops that have used single-input signals and are thus vulnerable to outliers in the data.  
The template can reject outliers with great confidence.  The proposed exponential 
template for the time dependence of the rider arch temperatures would achieve a 2500:1 
compression of the temperature data and produce output whose significance could be 
immediately interpreted and acted upon by the control system or engineers, depending 
upon the nature of the disturbance.   
 

Modeling and Control of Annealing Lehrs 
 
 A fully coupled 3-dimensional model of heat transfer in a float glass annealing 
lehr was developed.  The model executes rapidly on a small computer workstation and 
has practical application for use by process engineers in determining optimum set points 
for annealing lehr operation.  The model treats heat conduction and advection in the 
moving glass ribbon and considers the semitransparent nature of radiative heat transfer in 
the glass.  It also accounts for mass flow of air and heat transfer in the cooling ducts and 
surface-to-surface radiative exchange between the exterior walls of the ducts and the 
glass ribbon.  The model computes a complete energy balance on the lehr as part of each 
simulation.   
 
 Results show the effects of operating conditions on the glass temperature 
distribution in a typical lehr and illustrate the use of mathematical modeling to improve 
design, operation, and control.  The model has also been used to perform inverse 
problems, where the changes in lehr operating conditions required to compensate for 
changes in lehr inlet glass temperature, load, and other perturbations, are computed.  This 
capability, coupled with the model's fast execution on a small workstation indicates that it 
may be suitable for use in real-time model-based control of a float glass annealing lehr.  
As an alternative, a lehr temperature control algorithm based on a rapid linear projection 
control scheme was developed and demonstrated by application to successful control of 
the lehr simulation model.  The uniformity of the temperature of the glass ribbon at the 
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exit from the lehr was controlled to the extent that a temperature difference of only 0.25 
K (0.45 oF) existed between the centerline and edge at the center plane of the ribbon.   
 

Conclusions 
 
 The implementation of end-to-end control was approached on various fronts and 
at several levels, as it must be if the goal of integrated control is to be reached in time to 
have the greatest possible benefit to industry.  The various fronts and levels included:  1.  
installation of the requisite computers, equipment, and software,  2.  basic flow 
measurements,  3.  experimental definition of NOx control system performance and the 
response of NOx to process variables,  4.  a proposal for fusion of temperature sensors to 
achieve a robust indicator of the state of the furnace,  5.  furnace simulations, including 
evaluation of alternative approaches and sensitivity, and  6.  annealing lehr simulation, 
including development and testing of an annealing lehr control algorithm.  This work, 
along with additional modeling and simulation of the furnace by the University of Utah 
and analysis of forming and heat transfer in the tin bath by PPG Industries, will provide 
the foundation for model-based control of three of the most important processes in glass 
manufacturing:  combustion, forming, and annealing.  At the same time that these longer-
range objectives were being pursued, the shorter-range objectives of improvement in 
control of furnace temperature, combustion stoichiometry, and NOx were approached 
through their individual control loops.  That work resulted in immediate improvements in 
performance and provided valuable data to be used in the development of the model-
based control system.   
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1.  INTRODUCTION 
 
 

 To remain competitive in today's market, U.S. manufacturers must continue to 
increase utilization of energy and raw materials, maximize the productivity of labor and 
capital, minimize pollutant emissions and waste, and improve product uniformity.  As 
progress is made in each of these areas, further improvement becomes increasingly 
difficult.  The Technology Vision Statements and Roadmaps drawn by the participants in 
the Industries of the Future Program reflect the belief that a promising route to continued 
improvement is through better manufacturing process control.  The work undertaken in 
the present project was the development of the computer architecture that will integrate 
the information from on-line process and product quality sensors to achieve end-to-end 
digital control of production.  The approach is well-suited for application to any industry 
in which raw materials are beneficiated or converted to finished products in complex 
multi-step processes having widely varying conditions, nonlinear behavior, and slow 
output response to changing input conditions.   
 
 Glass was the Industry of the Future chosen for the demonstration of the control 
system, not because the application to glass production was thought to be particularly 
simple or straightforward, but because the potential benefits to the glass industry were 
great, and because members of the team assembled for the project were specialists in 
measurement, modeling, and control of combustion, one of the critical processes in glass 
manufacturing.  The original project team, led by Visteon Glass Systems, and the 
subsequent team led by PPG Industries, with Sandia National Laboratories and the 
University of Utah as partners, made significant progress toward end-to-end control of 
glass manufacturing.  Although the collaborative project was terminated prematurely, 
ending the team's work far short of its ultimate goal, implementation of advanced control 
systems by PPG Industries on its float glass production lines will, of course, continue.  
The objective is a hierarchy of control software managing a combination of existing 
feedback loops, high level product quality parameter measurement systems, and stand-
alone sensors whose output has traditionally been interpreted and acted upon by expert 
human operators.   
 
 The control system envisioned is new and innovative in spanning the full range 
and length of the production facility, from the input of raw and recycled materials to the 
output end of the production line.  In many float glass manufacturing plants, this span is 
covered by independent, non-communicating sets of sensors and control subsystems, 
including human operators stationed at the furnace, the tweel, and the annealing lehr, 
along the glass production line.  The tools with which these diverse sensor signals will be 
fused include correlation functions connecting inputs and outputs of subsystems 
(sometimes embodied in neural networks, as appropriate), expert systems for the capture 
of human skills, and physics-based high-fidelity digital simulations, when these are the 
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most cost-effective and robust tools with which to connect input and output.  The 
approach is readily adaptable to manufacturing processes in other OIT Industries of the 
Future, who are operating under similar sets of conditions and constraints.   
 
 The beginning of the modern era in glass manufacturing process control might 
well be identified with the 1973 symposium, Automatic Control in Glass, organized by 
Raymond J. Mouly of PPG Industries on behalf of the International Federation of 
Automatic Control (Mouly, 1973).  Application of control theory in glass production has 
been discussed by Staahl et al. (1977), Farmer et al. (1992), Bauer et al. (1996, 1998), 
Pirovolou et al. (1996), Smith et al. (1996), Carvalho et al. (1998), Huber (1998), and 
Koenig (1998, 1999).  Implementation, to date, has been limited to control of a subset of 
the parameters influencing glass quality, without input from quality indicators 
themselves.  A review of this work is given by Carvalho et al. (1998).  Farmer et al. 
(1992) installed a video viewing system in the combustion space of a 100 ton/day 
container glass tank and used a knowledge-based controller for heat input, air/fuel ratio, 
and the firing rates of individual burners.  Kimura et al. (1996) and Nakagawa et al. 
(1996) processed video images of batch coverage to control firing rate and tank bottom 
temperature.  Bauer et al. (1996) developed a control system for an 80 ton/day soda-lime 
glass melting tank, incorporating a detailed three-dimensional physical simulation, a 
reduced-order model, and an adaptive neuro-fuzzy inference system which was capable 
of optimizing color and other set point changes.  Duffus (1996), at PPG Industries, 
developed a model-based controller using canal temperature, refiner pressure, glass level, 
lehr speed, and glass ribbon width and thickness at the exit from the tin bath to control 
the tweel opening and maintain the desired production rate from a float glass tank.  Heitor 
and Correia (1996) used flame images to control fuel oil spray quality and pollutant 
emissions from a 38 ton/day regenerative, end-fired, soda-lime glass furnace.  The 
proposed system was a major advance over previous work, in its connection of product 
defects to process conditions and consideration of a wider range of impacts on operating 
and maintenance costs.   
 
 A simplified schematic diagram of a flat glass production line and the proposed 
control system are shown in Figure 1-1.  The objective of the present project was the 
linkage of glass quality to batch preparation, melting, fining, conditioning, forming, and 
annealing processes, and the reduction of defects arising from less-than-optimum control 
of glass composition, combustion space atmosphere, temperatures, melt circulation, 
oxidation/reduction state, viscosity, and thickness.  Batch preparation, melting, fining, 
conditioning, forming, and annealing are basic operations found in other sectors of the 
glass industry, so the principal features of the control system are applicable, with 
straightforward changes in product quality criteria, to containers, fiber glass, and some 
specialty glass products.   
 
 An integrated system was to be assembled, in which the information gathered by 
sensors is linked through a dynamic simulation to control of the process conditions.  The 
inputs are derived from conventional sensors and from prototype and advanced sensors 
where needed.  No single control methodology is expected to be able to cope with the 
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entire range of challenges presented by this complex manufacturing process, which has 
long dead times, is multivariable, and nonlinear.  The methodology found to be most 
appropriate in each part of the process should be applied there and integrated with the rest 
of the system.  The hierarchical control system envisioned has three layers:  (1) 
distributed parallel regulatory controllers, (2) advanced model-based and neural network 
controllers, and (3) supervisory control and scheduling.  The plan was to treat each of the 
major sections of the production line in turn.  The first phase of the work, by Visteon and 
Sandia, was focused on the annealing lehr.  The second phase of the work, by PPG, the 
University of Utah, and Sandia, was focused on the melting furnace.  The purpose of the 
present section is to describe the structure of the end-to-end control system that was the 
ultimate goal, to provide the context for the work that was done, before the project was 
prematurely terminated.   
 

Distributed System of Regulatory Controls 
 
 The distributed control system has two important functions, data acquisition and 
regulatory control.  The sensors and actuators indicated in Figure 1-1 by the vertical lines 
below the melting tank (which, in the figure, includes the refining zone and working 
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end), tin bath, and annealing lehr are directly connected to regulatory controls, typically 
proportional, integral, and derivative (PID) controllers.  The data from the sensors and 
actuators is first collected in localized computer systems near the measurement points and 
used for localized feedback control strategies, then sent on to the advanced control and 
process simulation systems where all the data are fused together and used as input to the 
model-based control algorithm.  The data log allows the control and modeling experts to 
observe statistical trends in the data over time.  This information is also needed for 
development of the empirical models used in the portion of the system shown underneath 
the product sensors in Figure 1-1.  Regulatory controls are used for inner loop high speed 
dynamic control, where the dynamics of the process are well understood.  These 
controllers execute at high sample rates giving them the ability to reject high frequency 
disturbances.  They linearize the process variables, easing the way for implementation of 
high level advanced control algorithms.   
 

Advanced Model-Based, Neural Network, and Fuzzy Logic Controls 
 
 The advanced control layer utilizes the methods of multivariable model predictive 
control based on analytical nonlinear modeling, which does a good job of dealing with 
process interactions, constraints, dead time, and other control problems.  Built into the 
controller are dynamic models, developed using data obtained during normal operation 
and during step tests, for the effects of all of the manipulated variables and measured 
disturbance variables.  The controller makes moves in a feed forward fashion.  Feedback 
is proportional to the difference between the value of a process variable predicted by the 
model and the actual value.  If the model prediction and actual value are in agreement, 
then there is no feedback.  This feed forward attribute is important for controlling 
processes with large amounts of dead time.  A traditional feedback control system (e.g. 
PID) waits until defects are observed in the product to make changes in manipulated 
variables.  The model-based controller, on the other hand, anticipates the appearance of 
defects and moves to prevent their occurrence.   
 
 Where processes are found to be highly nonlinear, and the computations using 
analytical models would be too slow, neural networks are used to compute the 
input/output relationships for real-time control.  An advantage of having a neural network 
perform the nonlinear mapping is that it can be trained, tested, and verified off-line.  
Once trained and tested, neural networks are computationally efficient.  The feed forward 
neural network algorithm can be run in real time with advanced control algorithms using 
standard computer resources.  However, it is important to test the neural network over the 
entire multidimensional mapping space, to guarantee that the output is always predictable 
and stable.   
 
 The advanced control layer uses inputs from the hot end regulatory control 
systems, as well as statistical information from the sensors recording defects at the end of 
the production line.  There is a good opportunity here to take advantage of the properties 
of fuzzy inference functions to combine the various measures of distortion, stress, 
defects, and optical properties of the glass.  The advanced controller and supervisory 
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control blocks can then apply these measures of quality in evaluating the performance of 
the control system.   
 

Supervisory Control and Scheduling Block 
 
 The highest layer in the control system is the supervisory control and scheduling 
block.  The supervisory control section takes inputs from all components of the 
distributed control system.  One of its purposes is to allow experts to monitor operational 
trends over time.  Feedback to the system from this layer requires human intervention.  A 
collection of plotting and graphics tools in the control room and engineers' offices 
provides visual aids with which to analyze trends in furnace performance.   
 

Role and Importance of High Fidelity Simulations 
 
 The performance goals driving the implementation of advanced control systems 
include improved energy efficiency, improved productivity, longer furnace campaigns, 
and the reduction of combustion-generated pollutants.  Since satisfaction of these 
constraints often leads to conflicting conclusions regarding the operation of the plant, it is 
important to have accurate glass melting, forming, and annealing models.  Models serve 
several important functions:  (1) they are an efficient means for developing and testing 
control algorithms and determining the optimum placement of sensors, serving as a cost-
effective substitute for the real system, (2) they allow one to map a greater region of the 
parameter space than would be possible in actual tests on real furnaces because of the 
high cost of the production that would be lost during tests under extreme conditions, (3) 
simulation linked with closed-loop control is a powerful tool for the optimization of 
furnace performance, and (4) as computing power increases, more and more detailed and 
accurate models will be used in model-predictive control.   
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2.  INDUSTRY PERSPECTIVE 
 

Raymond M. Mayer 
Glass Technology Center 

PPG Industries, Inc., Pittsburgh, PA   
 
 

 The goal of the Sensor Fusion for Intelligent Process Control project is to 
integrate many individual Single In/Single Out control loops into a system of advanced 
process control, which allows not only control, but also optimization of a process.  In 
continuous process industries, the task of controlling a process from end to end is an 
expensive multi-year endeavor and beyond the scope of a single project's timetable and 
funding.  However, the development of a combustion control scheme represents an 
important step toward that goal.  To have cross-industry applicability, we need to 
demonstrate the ability to interface a model-based control scheme and resulting 
supervisory level control algorithm to a process with a number of independent control 
loops.  We do not believe the choice of a specific focus area is as important as the 
knowledge and experience to be gained from attempting to develop supervisory level 
control based upon a highly complex first principles model.   
 
 As background, PPG uses computer equipment from two different suppliers to 
control the glass melting and forming operations.  All ten of its glass production lines 
utilize similar control schemes based upon our understanding of the process and 
operations.  This understanding is, in turn, based upon physical and mathematical 
modeling and our empirical knowledge of glass-making processes.  Yields are generally 
stable and are affected most by product mix.  The largest losses are from Trim and 
Layout, Defects, Thickness and Width Changes, and Mechanical Downtime. 
 
 The structure of PPG's process control is based upon the four-tier system depicted 
in Table 2-1.  Development of process control systems has been focused on melting, 
annealing, and ware room operations.  Tier 2 and 3 control systems for the float bath are 
currently in development.  Most of the Tier 2 work is by its nature process and equipment 
specific.  We believe, as others do, that process control technology is a source of 
competitive advantage and hold it to be highly proprietary.   
 

Table 2-1.  PPG Industries' Process Control Scheme.   
 
Tier 4 
(Future) 

Business System and Database Information 
Rule-Based Control 

Multiple In/Multiple Out 

Tier 3 Supervisory or Model-Based Control Multiple In/Single Out 
Tier 2 Process Variable Control Single In/Single Out 
Tier 1 Sensor Measurement and Machine Control Single In/Single Out 
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 Refinement of existing control algorithms and completion of the float bath Tier 2 
and 3 control systems is thought to be worth an additional 2-3% in yield, a major 
achievement in a commodity industry like glass.  However, other gains in energy 
efficiency, furnace life, scheduling flexibility, and quality improvement could also be 
realized through the development of additional Tier 3 and 4 systems.  We, therefore, 
proposed that we focus on the development of a Tier 3 system for temperature control in 
the melter that would interact with existing Tier 2 and 3 control algorithms, thus allowing 
transfer of these algorithms without disclosure of existing proprietary technology.   
 
 The Tier 3 melter control system requires development of a first principles-based 
mathematical model, the verification of the model via new sensors, and the integration of 
this model with existing control loops.  The particular plant location was selected because 
it requires a constrained optimization of combustion parameters to maximize throughput 
while meeting NOX emission requirements.  Time constants in the combustion process 
are more than three orders of magnitude smaller than they are in the melter convective 
flow system, which makes this an extremely interesting optimization problem.   
 
 We believe that this project is typical of what other manufacturers in the glass 
industry, as well as other industries will face in moving from control to optimization.  
The specific process parameters and optimization criteria will vary by manufacturer and 
industry, but the process of developing supervisory control based upon a first principles 
model will be applicable to all.  Completion of this project will move us one step closer 
to the ultimate goal of end-to-end process control.   
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3.  CORRELATION WITH INDUSTRIES OF THE FUTURE ROADMAPS 
 
 

 All of the available Industry Vision Statements and Roadmaps consider large 
scale integrated process control to be a high priority.  The sensors for process conditions 
and product quality are quite different from one industry to another, as are the physical 
models for the individual processes that will provide the basis for model-predictive 
control.  However, the architecture of the control system and its software components are 
generic and adaptable to hierarchical control of a wide range of types of manufacturing 
processes.  A control system should be able to accept inputs from sensors and distributed 
control system components supplied by all equipment manufacturers.   

 
Aluminum 

 
 The Aluminum Industry Technology Roadmap (Aluminum Association, 1997, p. 
8) says:  "The inability to accurately model, measure, and control many key parameters 
and phenomena during refining and smelting presents a significant barrier to several of 
the performance targets, particularly improved Bayer process productivity and improved 
reduction cell performance."  Removal of the inability to accurately control such 
processes was an objective of the present project.   
 

Chemicals 
 
 The Technology Vision of the U.S. Chemical Industry (American Chemical 
Society et al., 1996) contains an extensive discussion of the importance of improvements 
in process control to that industry.  The following statement is typical (p. 68):   
 

"Advanced process control technology can be developed to handle the full 
operating range of a plant, from start-up to shut-down.  Advanced control can run 
all the time to ensure meeting product specifications all the time.  The plant must 
be able to eliminate as many process disturbances as possible and to handle the 
nonlinear behavior of process units.  Advanced process control technologies can 
continue to develop until very specialized methods typically associated with off-
line use become on-line parts of everyday operation.  These techniques will 
enable plants to run optimally." 
 

This is virtually a summary of the requirements and objectives for the advanced control 
system envisioned under the present project.  Especially pertinent is the statement in the 
next-to-last sentence, to the effect that methods now associated with off-line operation 
will become part of the real-time control system.   
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 At a workshop convened by the National Science Foundation and the National 
Institute of Standards and Technology (NSF/NIST, 1998), representatives of the chemical 
industry and the chemical engineering research community developed a roadmap 
exclusively devoted to process measurement and control.  A section entitled, "Needs and 
Challenges," (p. 3) opens with the following statement:  "The potential for improved 
operational performance offered by the integration of measurement, control, and 
information systems needs to be exploited to maintain and improve the competitiveness 
of the U.S. chemical industry."  It is exactly this feature, i.e. integration, which was the 
central objective of the present work.   
 

Forest Products 
 
 One of the six task groups that contributed to Agenda 2020 - The Path Forward - 
An Implementation Plan (American Forest & Paper Association, 1999), the technology 
vision and research agenda for America's forest, wood, and paper industry, was charged 
with identifying industry needs in sensors and controls.  In the table prepared by the 
Sensors and Controls Task Group outlining the pathway for addressing needs related to 
measurement and diagnostics (p. 27) is the entry:  "The complexity of processes and the 
need for maximum efficiency and low cost require the need for ever-increasingly 
sophisticated real-time measurement and control systems."  The table of needs related to 
control system effectiveness (p. 29) calls for a number of the advances anticipated by the 
present project:  "mill-wide control optimization, multi-variable and non-linear control, 
self-regulating and adaptive control systems, and process variability minimized or 
eliminated."   
 

Glass 
 
 At the Glass Technology Roadmap Workshop held in Alexandria, VA, on April 
24-25, 1997, experts from the glass industry and related organizations identified the 
research priorities emphasized in the Roadmap that outlines the strategy for achieving the 
goals specified in the Industry Vision Statement, Glass:  A Clear Vision for a Bright 
Future.  In the Executive Summary of the Report of the Workshop (Eisenhauer et al., 
1997), Exhibit 1-2 summarizes near-, mid-, and long-term research needs for the industry.  
In the mid-term (3 to 10 year) time frame, under the heading "Production Efficiency," 
there are only two entries:  (1) Develop intelligent control of production and fabrication 
processes and (2) Develop integrated process control strategies.  In Chapter 3, containing 
the report from the Production Efficiency Work Group, is the following:  "The lack of 
effective in-process sensors and control systems is the most serious barrier to better 
production efficiency.  Accurate process control is the most effective way to optimize 
production within existing furnaces and production lines."  Exhibit 3-2 in the Report (p. 
13), entitled:  "Technology Barriers to Achieving Production Efficiency Goals," contains 
the entry, "Lack of better in-process sensors and process control systems," underlined by 
5 bullets, indicating its relative importance compared with the other items in the table, 
none of which has more than 2 bullets.   
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 At the summary session of the Roadmap Workshop, a set of research needs was 
identified that had emerged as important in all of the Work Groups and common to all 
segments of the glass industry.  Among these were (Eisenhauer et al., 1997, p. 54):  (1) 
Improve defect detection, measurement, and control, and (2) Design intelligent model-
based control and process optimization systems.  There is no question that the glass 
industry considers the improvement of process control to be one of its highest priorities.  
The model-based control system advocated in the first research need is exactly the 
approach that was adopted in the present project.   
 

Metal Casting 
 
 The Metal Casting Industry Technology Roadmap (Cast Metal Coalition, 1998) 
identified its industry's high priority research needs in Exhibit 1-1 (p. 3).  Under the 
heading, "Manufacturing," are these objectives:  "Develop smart controls and sensors for 
automation supervision," "Develop a systems approach to scheduling and tracking," and 
"Develop a mathematical model that describes process control and can control the 
machine."  The smart controls, systems approach, and mathematical control scheme are 
all objectives of the present work.   
 

Mining 
 
 The Mineral Processing Technology Roadmap of the Mining Industry of the 
Future (National Mining Association and U.S. DOE, 2000) outlines some of the most 
exciting opportunities for control of any of the industries of the future (p. 11):   
 

"Improvements in process design and control offer opportunities for large energy 
and cost savings in the mining industry.  Improved sensors, systems, and 
empirical models can allow the industry to exert more control over processes and 
increase the unit capacity and extend the operating range of existing equipment.   
 
"Industry hopes that improvements in sensor analysis systems and automation of 
critical decisions will reduce the cost of system design by 90 percent over the long 
term.  This will not only allow industry to better utilize existing systems, it will 
help them to integrate and prove advanced design systems in physical separation 
activities.   

 
An important point here, and the aspect that connects the mining industry application to 
the work in progress at PPG, Sandia, and the University of Utah, is the emphasis on 
improving the performance of existing equipment, i.e. introducing hierarchical control 
utilizing sensors already in place, adding new sensors where needed at critical points, and 
without major new investment in capital equipment.   
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Petroleum 
 
 As one would expect, controls and advanced control systems figure prominently 
in the Technology Roadmap for the Petroleum Industry (U.S. DOE, 2000).  Here, as in 
the other industries, the emphasis is on integration of existing information through 
supervisory, model-based, control.  In a summary of the characteristics of the refinery of 
the future (p. 7) we find:   
 
 "Energy efficiency and process controls are integrated." 
 "Plants are tightly controlled, and rely on intelligent controls." 
 
 Simulation of heat transfer in petroleum process heaters is an area in which the 
University of Utah group has made valuable contributions to the industry.   
 

Steel 
 
 The Steel Industry Technology Roadmap (American Iron and Steel Institute and 
Steel Manufacturers' Association, 1998) contains numerous references to the need for 
better controls.  Sandia has developed non-contact sensors for refractory profiling, off-
gas composition, and monitoring of metal surface temperature in basic oxygen furnaces.  
The following are some of the research and development needs listed under the heading, 
"Process Development," in the Steel Industry Roadmap:  under Cokemaking - "Develop 
improved process control, including on-line data collection," "Develop plant simulations 
and sophisticated control algorithms;" under Ironmaking - "Develop control models for 
reduction, char control, foaming, and post combustion/heat transfer for smelting 
systems;" under Basic Oxygen Furnace Steelmaking - "Compare process parameters 
versus results of models for fluxing and oxygen blowing;" under Electric Arc Furnace 
Steelmaking - "Apply and evaluate artificial intelligence techniques for electric arc 
furnaces;" and under Rolling and Finishing - "Develop methods for effective 
communication of the interrelationship between end properties, production route, 
microstructure, and cost."  These require an integrated, hierarchical control system such 
as the one envisioned in the present project.   
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4.  CUMULATIVE PROJECT MILESTONE INFORMATION 
 
 

 The statement of work by task and summaries of the progress and 
accomplishments under each task are given for the period from the start of work by the 
full project team of PPG Industries, Sandia National Laboratories, and the University of 
Utah on March 1, 2001 to the termination of the project on August 31, 2002.   
 

Year 1 (March 1, 2001 to February 28, 2002) 
 
 The statement of work for the first year of the project, below, was extracted from 
the original proposal submitted to the Chicago Operations Office on March 9, 2000.   
 
 Task 1-1:  State of the Plant.  Catalog the sensors already present.  Examine 
existing plant data for useful control features and system characteristics.  Identify critical 
process parameters.  Determine strategies presently used to correct product defects.  
Establish baseline performance.  Deliverable:  baseline system characteristics, operation, 
and performance.   
 
 Status of Task 1-1:  Analysis of the existing plant data and establishment of the 
baseline performance was completed.  Evaluation of the furnace control structure was 
completed and documented.  Critical process parameters were identified.   
 
 Task 1-2:  Data Acquisition System.  Augment the existing data acquisition 
system or install a new system as required to record the outputs from all existing sensors 
and new sensors expected to be required for complete system characterization and 
control.  Deliverable:  instrumented furnace, system for recording process data, and 
record of furnace performance.   
 
 Status of Task 1-2:  All of the equipment and software needed to provide the 
infrastructure to support the PPG-Sandia-University of Utah model-based control system 
for the glass industry were obtained by PPG.  The equipment and software arrived in 
early January 2002 and installation began immediately thereafter.  The new software 
encompasses even more of the manufacturing process than envisioned in the original 
proposal.  The initial focus was on the furnace, conditioning section, and tin bath, but the 
control system improvements now include the entire process from raw material to packed 
product:  batch house, furnace, conditioning section, tin bath, annealing lehr, and ware 
room.   
 
 Task 1-3:  Distributed Control System.  Select and install new sensors and 
actuators and implement local feedback loops.  Deliverable:  system for local feedback 
control.   
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 Status of Task 1-3:  The most critical sensor requirements were identified as those 
that could provide measurements of oxygen and flow rates (air and combustion products).  
Because this program is strongly focused on the implementation of a control system and 
improvement in product yield in the short term, there is neither the time nor the personnel 
nor the budget to engage in new sensor development.  What were considered to be the 
best available methods for making the measurements in the high temperature, alkali-
containing gas were chosen:  platinum/zirconia electrochemical cells for oxygen and 
impact probes for gas flow rate.  The next problem to be resolved was optimum sensor 
placement.  An extensive series of tests was undertaken, in which oxygen mole fractions 
were measured using Pt/ZrO2 probes installed in the melter crown and the regenerator, 
and comparison with extractive sampling through a water-cooled probe inserted through 
the target wall in the regenerator.  The observations were quite unexpected, indicating 
that the often-made assumption that sampling through the target wall gives a good 
indication of the combustion stoichiometry in the region of the melter exhausting to the 
port sampled is not reliable.  More work on the distribution of excess oxygen is needed to 
determine the optimum location for oxygen probes.   
 
 In parallel with the study of the oxygen distribution, the problem of determining 
accurate air/gas ratios was also undertaken.  The first problems to be resolved were 
apparent discrepancies between the air flow rates reported by the venturi flow meter 
upstream from the combustion air fan and the composition of the gas leaving the melter.  
A section of duct connecting the primary and secondary regenerators was chosen as the 
best location at which to determine the flow rates of air entering and exhaust leaving the 
furnace.  An impact probe capable of reaching across the 8-foot wide duct was obtained, 
along with the necessary pressure transducers, probe supports, etc., and ports were bored 
by PPG in the duct wall to provide access.  Traverses across the air and exhaust flows 
were made at three heights above the sulfate deposits in the flues on both sides of the 
furnace and the data were analyzed to determine the mass flow rates of air and 
combustion products on both sides in both flow directions.  Construction of material 
balances on the system showed that there is substantial loss of air between the venturi 
flow meter and the entrance to the primary regenerator or, when exhaust is flowing, 
substantial inleakage of air into that section of the system.  The duct in which these 
measurements were made would be a suitable candidate for placement of a probe to 
monitor air and exhaust flows, were it not for the fact that the cross section area and 
shape of the duct are always changing due to accumulation and removal of sulfate 
deposits.  The port necks were therefore determined to be the best location at which to 
monitor gas flows, because their area is less variable, and because measurements there 
would provide information on the distribution of gas flow and composition in the furnace.   
 
 Task 1-4:  Transient System Response.  Record data to establish the system 
response to changes in input conditions, in conjunction with firing rate, electric boost, 
glass thickness, and color changes, resulting from upsets in fuel, air, electric power, or 
raw material feeds, and experiments arranged and coordinated with plant personnel.  
Deliverable:  data on which to base the dynamic system model.   
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 Status of Task 1-4:  A detailed plan for these tests was established (please see 
Appendix B) and the experiments were conducted in March 2002.  The results are 
presented in Section 6 of this report.   
 
 Task 1-5:  Evaluations and Development of Simulations.  Assess the current state 
of modeling and simulation of the combustion space, glass melt, tin bath, and the space 
above the tin bath.  Determine which of these systems can and should be described using 
deterministic models and which should be treated empirically.  Begin work on the 
deterministic models.  Deliverable:  Preliminary models and plan for complete simulation 
of melting, fining, and forming.   
 
 Status of Task 1-5:  During Year 1 of the project, when Visteon Glass Systems 
was the industrial partner, discussions at the plant chosen as the test site revealed that 
incomplete control of the annealing lehr was the most important cause of lost yield.  An 
ambitious effort to model heat transfer in the lehr was undertaken, with the result that 
within approximately one year models that will serve as the foundation for an on-line 
model-based lehr controller were developed.  That work is documented in reports and 
papers by Bertram (2001a, 2001b) and Houf (2002) and is available for use by the entire 
industry.  The paper by Bertram (2001b) is attached to this report as Appendix A; the 
most recent work by Houf is included in the report as Section 9.   
 
 The topic of highest priority chosen by PPG, when it assumed the role of lead 
industrial partner, was control of combustion in the melter.  Combustion control is critical 
because combustion drives the furnace and glass temperatures, determines emissions of 
NOx and SO2 (stoichiometry influences the uptake and release of SO2 by sodium sulfate 
deposits in the flues), and influences glass quality via several different mechanisms.  
Work on combustion modeling began in September 2001, when Padmabhushana Desam 
joined Philip Smith's research group in the Department of Chemical Engineering at the 
University of Utah and agreed to take on this task.  In less than a year he completed a 
simulation of a single pair of inlet and outlet ports, isolated from the rest of the furnace, 
and a simulation of the furnace as a whole.  The results of this work are presented in 
Section 7 of this report.  PPG will incorporate the full furnace model into its own furnace 
simulation code.   
 
 Task 1-6:  Update Commercialization Plan.  Based on the results of the work on 
the distributed control system in Year 1, modify the plan for development, installation, 
and commercialization of the advanced control system.  Deliverable:  updated plan.   
 
 Status of Task 1-6:  Analogous control problems exist in all of the mature hard 
industries, i.e. the need to implement hierarchical control to improve output, yield, and 
energy efficiency on processes not amenable to being changed in any substantial way, 
and in an environment in which competition is so keen that no significant loss in 
production can be tolerated during the development and implementation of new 
components of the control system.  Demonstration that this can be accomplished, by a 
company having the stature of PPG, increases the confidence of other manufacturers of 
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glass, as well as the other Industries of the Future, that supervisory control is both 
possible and necessary.   
 

Year 2 (March 1, 2002 to August 31, 2002) 
 
 Following the decision to terminate the project prematurely, the following 
statement of work covering a period of six months and designed to complete as much as 
possible of the work in progress and maximize the benefit to industry and the industrial 
partner, was agreed upon by the project participants and the Project Manager.  The work 
during this period had four components:  (1) define the baseline performance of the 
melting furnace in PPG Line 14-2 against which improvements in performance could be 
measured, (2) provide a critical assessment and recommendation of methods for 
measurement of oxygen in furnace exit gas in individual port necks, (3) develop models 
that will serve as the basis for control of the furnace in the future and provide insight into 
the behavior of the furnace in the near term, and (4) design, install, and implement a new 
combustion system controller and the infrastructure for a model-based control system.  
The status of each task at the end of the project is given, with a summary of the results or 
the location in the report where the results may be found.   
 
 Task 2-1:  Complete analysis and report of baseline cases, prior to 
implementation of new control features, and definition of baseline performance.   
 
 Status of Task 2-1:  It was not possible to define, unequivocally, the baseline 
performance of the system.  A glass production line is continuously evolving due to wear 
of refractory and other components, modifications to equipment and sensors, response to 
changes in demand for product, and changes in procedure.  The best that can be done is to 
note changes in yield of individual products and require that the net result of all changes 
be positive, i.e. that there be a steady increase in yield of each product over time until a 
desired target is reached and that the desired yield be consistently maintained thereafter.   
 
 Task 2-2:  Provide a critical assessment and recommendation of methods for 
measurement of oxygen in furnace exit gas in individual port necks.   
 
 Status of Task 2-2:  Methods for measurement of oxygen in port necks were 
reviewed.  The basic techniques are:  high temperature in-situ Pt/ZrO2 sensors, high 
temperature extractive Pt/ZrO2 sensors, absorption of laser radiation, low temperature 
extractive methods (paramagnetism, Pt/ZrO2 sensor in an oven, and low temperature 
electrochemical cell).  The recommended approach was to identify the most robust of the 
available high temperature in-situ Pt/ZrO2 sensors having provision for flooding with 
span gas to check signal accuracy on line.  It was suggested that probe life might be 
extended by flooding the sensor with air when the furnace is firing through the ports on 
the side where the sensor is located and during unsteady portions of the reversal cycle, 
when it is exposed to furnace exhaust.  The object of the latter procedures is to expose the 
sensor to sodium sulfate and combustion products only long enough to obtain the oxygen 
mole fraction in furnace exhaust during the steadiest portion of the reversal cycle.   
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 Task 2-3a:  Development and validation of model for flow and combustion 
between a single pair of inlet and exhaust ports, including burner-to-burner interactions 
within a single inlet port.   
 
 Status of Task 2-3a:  Task was completed.  Please see Section 7 of the report for a 
complete discussion of the results.   
 
 Task 2-3b:  Development of full furnace model, with port-to-port interactions.   
 
 Status of Task 2-3b:  Task was completed.  Please see Section 7 of the report for a 
complete discussion of the results.   
 
 Task 2-3c:  Perform furnace simulations to provide insight into experimental 
results and basic understanding of system behavior.   
 
 Status of Task 2-3c:  Task was completed.  Please see Section 7 and Appendix C 
of the report for a complete discussion of the results.   
 
 Task 2-4a:  Complete furnace combustion system control experiments.   
 
 Status of Task 2-4a:  Task was completed.  Please see Section 6 of the report for a 
complete discussion of the results.   
 
 Task 2-4b:  Complete Extended Horizon Self-Tuning Controller implementation.   
 
 Status of Task 2-4b:  Task was completed.  Control of furnace temperatures was 
greatly improved.   
 
 Task 2-4c:  Complete new furnace combustion system controller design.   
 
 Status of Task 2-4c:  Task was completed.  The design of the system is shown in 
Figure 4-1.   
 
 Task 2-4d:  Complete on-line implementation of new combustion system 
controller.   
 
 Status of Task 2-4d:  Task was completed.  Combustion control was greatly 
improved.   
 
 Task 2-4e:  Model-based control system network infrastructure development.   
(1)  PPG Works 14 process database upgrade.   
(2)  Advanced computing engine implementation.   
(3)  Raw material input system interface installation (batch house).   
(4)  Real-time defect measurement interface (automatic inspection system) installation.   
 
 Status of Subtask 2-4e(1):  Completed.   
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 Status of Subtask 2-4e(2):  Completed.   
 Status of Subtask 2-4e(3):  Completed.   
 Status of Subtask 2-4e(4):  Completed.   
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Figure 4-1.  Process model-based control system network infrastructure (Yu Jiao, Glass Technology Center, PPG Industries).   
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5.  BUDGET 
 
 

 From DOE ($000) Cost share by PPG ($000) 
 
March 1, 2001 to February 28, 2002 
 
PPG Industries, Inc. 100   67 
Sandia National Laboratories 200 133 
Overhead on PPG and U. of UT contracts   47.8    - 
The University of Utah 150 100 
 
March 1, 2002 to August 31, 2002 
 
PPG Industries, Inc.   50   33 
Sandia National Laboratories 100   67 
The University of Utah   75   50 
 
Total 722.8 450 
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Robert G. Hillaire,*  David Hanekamp,†  Yu Jiao,†  and  John J. Connors† 
 

*Sandia National Laboratories 
Livermore, CA   

 
†Glass Technology Center 

PPG Industries, Inc., Pittsburgh, PA   
 
 

Introduction 
 
 NOx tests were performed to help characterize the NOx production process in the 
glass-melting furnace in Line 2 at PPG Industries', Mt. Zion, IL facility.  This 
characterization exposed the process controls that affect NOx production and that will 
permit the design of a better control strategy to reduce NOx without reducing production 
throughput.  Several precautions were taken to ensure that the experiments did not 
adversely affect glass quality, nor produce unacceptable levels of NOx.  The primary 
precaution was embedded in the design of the test itself; the control variables were 
manipulated to produce a static balance that ensured long-term stability.  The process 
variables measured during the test were those typically measured during production and 
are available for feedback control.  However, an ENERAC sensor was also used to verify 
data from other sensors.   
 
 The plan for the four tests that were conducted (Open Loop, Port-to-Port, 
Magnitude, and Trend) is located in Appendix B.  The Open Loop test was used to 
determine how much process variation could be expected when no control variables are 
manipulated.  The Port-to-Port test determined the sensitivity to gas distribution in each 
port compared to the overall NOx production.  The Magnitude test provided a first order 
understanding of how much NOx could be affected by the combustion air-to-gas ratio.  
The Trend test revealed dynamic information about how NOx changed when the air-to-
gas ratio was manipulated during a firing cycle.  The tests exposed four things:  (1) NOx 
is strongly related to the furnace air-to-gas ratio, (2) NOx production is linear with 
respect to air-to-gas ratio within the normal operating limits of the furnace, (3) Other 
control loops confound the NOx control loop, and (4) NOx is most sensitive to gas 
distribution to ports near the hottest part of the furnace.   
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Method 
 
Test Precautions 
 
 The experiment was designed so the average process condition was maintained.  
During the test, a control variable might be set high for a few minutes, then set low for an 
equal amount of time, thus providing a balance between the high and low settings.  For 
instance, if one part of an experiment produced more NOx than is typical, the next part of 
the experiment was designed to produce less NOx than typical, to maintain the usual 
average NOx production.   
 
 If, under any of the conditions chosen, the average NOx production had not been 
within acceptable limits, the experiment would have been terminated, redesigned, and 
continued at a later time.  Similarly, if the melting process had started to produce 
unacceptable yield loss, glass defects (bubble, stone, color, transmittance), too high a 
crown temperature, or excessive furnace pressure, the experiment would have been 
terminated, redesigned, and continued later.   
 
Control Variables 
 
 For satisfactory characterization of the process, significant process perturbations 
were necessary.  In order to significantly perturb the process, the control variables needed 
to be changed by more than what is commonly done during production.  For instance, the 
feedback controller can adjust the air-to-gas ratio by only a few percent.  While this may 
be sufficient to stabilize the process during production, it was not enough to excite the 
process sufficiently to determine its dynamics.   
 
Measured Process Variables 
 
 The process controls that affect NOx also affect several other process variables.  
We needed to measure these other process variables to more completely understand the 
NOx production process.  The measured process variables were: 
 

• NOx 
• Crown temperature (all crown thermocouples) 
• Regenerator temperature (rider arch and regenerator crown thermocouples) 
• Combustion air flow 
• Port natural gas flows 
• Melter pressure 
• Furnace oxygen (existing oxygen sensors) 
• ENERAC measurement at the center of connecting flue for NOx and other 

parameters 
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Experiments  
 
 Four tests were conducted:  Open Loop, Port-to-Port, Magnitude, and Trend.  The 
Open Loop test was used to determine how much process variation could be expected 
when no control variables were manipulated.  The Port-to-Port test determined the 
sensitivity to gas distribution to each port, compared to the overall NOx production.  The 
Magnitude test provided a first order understanding of how much NOx could be affected 
by the furnace combustion air-to-gas ratio.  The Trend test exposed dynamic information 
about how NOx changes when the air-to-gas ratio was manipulated during a firing cycle. 
 
 Furnace Open Loop Control Test.  This test indicated the amount of variance one 
could expect in the NOx production when not changing any process controls.  We simply 
set the controls at constant values and monitored the process for several cycles.  This test 
is also known as the Cap Test or Furnace Off test.   
 
 Port-to-Port NOx Source Identification Test.  The objective of this test was to 
identify the individual port sensitivity to natural gas flow in relation to NOx production.  
The hypothesis of this test was that a significant source of the NOx generated in the 
furnace was from less than optimum fuel distribution and that the majority of NOx was 
generated in the down-tank region of the furnace.  To test this hypothesis and determine 
the potential for improvement of the gas distribution, we conducted the test as follows:   
 

Beginning with the downstream port on the left side, reduce the gas flow on each 
port by a fixed amount, one at a time, for one firing cycle.  Then move upstream 
to the next port.  Complete all of the left ports before moving to the right ports.   

 
 Magnitude test.  The objective of this test was to verify the magnitude of NOx 
production related to the current NOx control scheme, for the purpose of future 
improvements to the NOx control loop.  This test showed how much the NOx was 
affected by a static change in the control value.  We were also able to determine to what 
extent the control settings from the previous firing and reversal influence NOx 
production.  The prescribed firing order allowed us to determine the effects of the 
previous cycle and the preceding two cycles in several combinations.  The duration of the 
test was sufficiently long that parasitic perturbations in the process could be filtered out 
from the results.   
 
 The experimental procedure was simple.  We alternated the NOx control loop’s 
output in a predefined pattern and maintained a constant control value for an entire firing 
cycle.  Each firing cycle had either a “high” setting or “low” setting in a prescribed order.  
The prescribed order exercised several combinations of previous firing cycle conditions.  
To reduce the effects of confounding loop interactions, the Crown Temperature control 
loop was turned off and the total natural gas flow was fixed.   
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 NOx Control Trend Test.  The Trend test is often referred to, in the control world, 
as a Reaction Curve test.  The objective was to verify the controllability of NOx using the 
existing control scheme.  The test would determine if there were “irrevocable” process 
characteristics that cannot be manipulated after the firing sequence has begun (i.e. once 
the NOx production passes a certain level, it would not come back down during the 
present cycle regardless of changes in control).  The test sequence also revealed non-
linear effects in NOx production.  The prescribed cycles exercised several combinations 
of conditions to expose not only the single cycle results, but also whether the firing 
conditions during the previous cycle affect NOx production.   
 
 The control setting for a firing cycle was either “high” or “low” at the beginning 
of the cycle, then at the halfway point in the cycle, the control setting was changed to its 
complement.  The NOx control loop’s output was changed in a predefined pattern.  For 
this test, the Crown Temperature control loop and Melter Pressure control loop were in 
auto.   
 

Results 
 
 The four NOx experiments were conducted on Line 14-2 during the week of 
March 25, 2002.  The production line was producing Solex glass at its nominal rate and 
with various ribbon thicknesses during the week.   
 
Open Loop Control Test 
 
 The experiment was conducted on March 28, 2002 from 08:10 to 10:07.  The 
Crown A temperature control loop was in manual and the NOx control loop was in 
manual with the air-to-gas ratio fixed at its nominal value in each firing direction.  Since 
the performance in the two firing directions is not exactly the same, the nominal air-to-
gas ratios on the left and right sides of the furnace are different.  The raw data from this 
experiment are shown in Figure 6-1, with the scales omitted in order not to disclose 
confidential information.   
 
 The analysis was performed on each firing cycle independently.  The NOx data 
for individual firing cycles are shown superimposed in Figure 6-2.  These individual 
firing cycle data were extracted from the raw data by first finding the lowest NOx point 
in a firing cycle then using the time corresponding to the lowest point as the starting point 
for the duration of the cycle.  The valleys in the NOx record correspond to the periods 
when the gas is off, and the lowest points correspond to the times just before the gas is 
turned back on.   
 
 A first order transfer function, relating the air-to-gas ratio to the NOx production 
rate, was fit to each curve.  Figure 6-3 shows two typical curve fits.  The curve fitting 
routine was an Auto Regressive with Extra Input (ARX).  The model for the curve fit was 
a first order transfer function with one pole and no zeros.  The data transport delay was 
determined by comparing the rising edge in the gas flow rate to the rising edge in NOx.  
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Figure 6-1.  Open loop test results.   
Green = NOx.  Pink = left air-to-gas ratio.  Blue = right air-to-gas ratio.   

 
 

 
 

Figure 6-2.  Open loop extracted NOx curves.  NOx versus time.   
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a.  Typical right firing cycle.          b.  Typical left firing cycle. 

 
Figure 6-3.  Open loop transfer function curve fit.  NOx versus time.   

 
This transport delay was removed from the data before the fit.  The resulting curves 
illustrate the exponential increase in NOx (with gain and time constant).  The gain 
correlates to the excess air-to-gas ratio, which was calculated from the total air-to-gas 
ratio by subtracting the stoichiometric air-to-gas ratio and air in-leakage from the total.   
 
Port-to-Port NOx Source Identification Test 
 
 This experiment was conducted on March 27, 2002 from 11:29 to 20:33.  
Figures 6-4, 6-5, and 6-6 show the raw data from the test.  Again, as with all of the plots 
in this Section, the numerical scales have been removed in order not to disclose 
confidential information.  Port-Right 6, begun at 12:03, was aborted because the control 
input was changed too late.  This test cycle was repeated at 15:18.  Port-Right 2, started at 
13:51, was also aborted because the control input was changed too late.  This test cycle 
was immediately rerun at 14:20.   
 
 During the preliminary analysis of the data collected on March 27, an anomaly 
was detected in Port-Left 3.  The change in NOx seemed to be too small for the amount 
of change in gas.  The Port-Left 3 test cycle was rerun on March 28, 2002 starting at 
10:07 (Figure 6-7).  The initial conditions for this retest were different from those for the 
tests conducted on March 27.  However, the analysis of these data (presented later in this 
section) will normalize the data to account for the differences.   
 
 The analysis was performed on each firing cycle independently.  A first order 
transfer function, relating the port gas to the NOx production rate, was fit to each curve.  
Figure 6-8 shows two typical curve fits.  The curve fitting routine was, as for the open 
loop control test data, an Auto Regressive with Extra Input (ARX).  The model for the 
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curve fit was a first order transfer function with one pole and no zeros.  The data transport 
delay was determined by comparing the rising edge in the gas flow rate to the rising edge 
in NOx and was removed from the data before the fit.  The resulting curves illustrate the 
exponential rise in NOx with time through a firing cycle (with gain and time constant).  
The gain is correlated with the port gas flow rate.   
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Figure 6-4.  Port-to-port NOx source identification (11:00-14:00).  Green = NOx.   
Other traces can by identified by correlating their shifts with the port labels.   
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Figure 6-5.  Port-to-port NOx source identification (14:00-17:00).  Green = NOx.   
Other traces can by identified by correlating their shifts with the port labels.   
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Figure 6-6.  Port-to-port NOx source identification (17:00-20:00).  Green = NOx.   
Other traces can be identified by correlating their shifts with the port labels.   
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Figure 6-7.  Port-to-port NOx source identification.  Port-Left 3 retest.  Green = NOx.  
Other traces can by identified by correlating their shifts with the port labels.   
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a.  Typical Right Firing Cycle     b.  Typical Left Firing Cycle 

 
Figure 6-8.  Port-to-port transfer function curve fit.  NOx versus time.   

 
 Figure 6-9 summarizes the results of the curve fitting.  The figure shows the 
percent increase in NOx output for a fixed change in port gas flow.  Evaluating and 
comparing the percent changes, rather than the absolute changes, effectively normalizes 
the results.  After preliminary analysis of the data, the Port-Left 3 change seemed lower 
than the predominant trend would predict it to be, so that port was retested.  However, the 
gas change for the Port-Left 3 retest was 150% greater than the previous day’s gas 
change.  Though the normalization procedure should remove most consequences of this 
difference and make the data comparable, non-linear effects may not be completely 
normalized in this way.   
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Figure 6-9.  Port-to-port summary plot.  Blue trace = right ports.  Red trace = left ports.   
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Magnitude Test 
 
 This experiment was conducted on March 25, 2002 from 12:08 to 17:39.  
Figures 6-10 and 6-11 show the raw data from the test.   
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Figure 6-10.  Magnitude test raw data (12:00-15:00).   

Green = NOx.  Black = NOx reference curve.   
Pink = right percent control effort.  Blue = left percent control effort.   

 
 

3/25/02 15:00 3/25/02 16:00 3/25/02 17:00 3/25/02 18:00 3/25/02 19:00

Time

N
O

x

A
ir:

G
as

R 100% R 100%

L 100%

L 0% L 0%

R 0%

R 0%

L 0%

L 100% L 100%

R 100% R 100%

 
Figure 6-11.  Magnitude test raw data (15:00-19:00).   

Green = NOx.  Black = NOx reference curve.   
Pink = right percent control effort.  Blue = left percent control effort.   
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 The NOx data for individual firing cycles were extracted from the raw data and 
are shown in Figure 6-12.  The final NOx values for the curves separate into two distinct 
clusters, corresponding to 0% control effort and 100% control effort.  The higher control 
efforts correspond to higher air-to-gas ratios and the higher NOx production rates.   
 
 Each of the curves shown in Figure 6-12 was fit to a first order transfer function, 
relating the air-to-gas ratio to the NOx production rate.  Figures 6-13 and 6-14 show four 
typical curve fits.  As before, the curve fitting routine was an Auto Regressive with Extra 
Input (ARX) and the model for the curve fit was a first order transfer function with one 
pole and no zeros.  The data transport delay was determined by comparing the rising edge 
in the gas flow rate to the rising edge in NOx and was removed from the data before the 
fit.  The resulting curves illustrate the exponential increase in NOx with time (with gain 
and time constant).  The gain correlates to the excess air-to-gas ratio, calculated from the 
total air-to-gas ratio by subtracting the stoichiometric air-to-gas ratio and air in-leakage 
from the total.   
 

 
 

Figure 6-12.  Individual NOx curves extracted from the Magnitude tests.   
NOx versus time.   
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   a.  Typical right 0% control effort.       b.  Typical right 100% control effort.   

 
Figure 6-13.  Magnitude transfer function curve fit.  NOx versus time.   
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     a.  Typical left 0% control effort.         b.  Typical left 100% control effort.   

 
Figure 6-14.  Magnitude transfer function curve fit.  NOx versus time.   
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 Loop Interaction.  Figure 6-15 illustrates a control loop interaction that was 
discovered during the course of the test runs.  The interaction was identified when an 
unstable oscillation consistently appeared in the NOx output from the left side of the 
furnace.  This type of oscillation is characteristic of a control loop that is not properly 
tuned and forcing an otherwise stable system out of control.  However, since the control 
loops that typically can affect the NOx were in manual mode, such an interaction was 
unexpected.  The oscillation was also observed in the refiner pressure control system, 
also shown in Figure 6-15, but the process engineers indicated that refiner pressure is 
unlikely to affect NOx production so dramatically.   
 
 A second NOx sensor (ENERAC) was located in the connecting flue between 
primary and secondary regenerators, for comparison with the readings from the primary 
NOx sensor (CEM) in the stack.  The ENERAC instrument indicates the NOx volume 
fraction, in contrast with the stack CEM, which reports the NOx emission index, taking 
into account the stack gas flow rate.  Figure 6-16 shows that the signal from the sensor in 
the connecting flue oscillates at the same frequency as that from the stack CEM.  
Identification of the source of this oscillation requires further investigation.   
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Figure 6-15.  Example of control loop interaction.   
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Figure 6-16.  Oscillation in NOx production due to control loop interaction.   

 
 
NOx Control Trend Test 
 
 This experiment was conducted on March 26, 2002.  The raw data from the Trend 
Tests are shown in Figures 6-17 and 6-18.  The 7th firing cycle, at 13:37, was 
inadvertently started with 0% control effort, before proceeding to the planned 100% 
control effort, then transitioning to 0% control effort.  This serendipitous event provided 
a richer data set for observation of the dynamic behavior of the process.  Another such 
opportunity arose in the 20th firing cycle, at 16:42, when the control effort was 
inadvertently dropped from 100% to 0%, then corrected a short time later.   
 
 The NOx data for individual firing cycles, shown in Figure 6-19, were extracted 
from the raw data.  Final NOx values for the firing cycles fall into three distinct clusters, 
corresponding to tests when:  (1) the control effort began at 100% and was decreased to 
0% midway through the firing cycle, (2) the control effort remained fixed at 50% 
throughout the firing cycle, and (3) the control effort began at 0%, then was increased to 
100% midway through the firing cycle.   
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Figure 6-17.  Trend test raw data (12:00-16:00).   
Green = NOx.  Black = NOx reference curve.   

Pink = right percent control effort.  Blue = left percent control effort.   
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Figure 6-18.  Trend test raw data (16:00-19:45).   
Green = NOx.  Black = NOx reference curve.   

Pink = right percent control effort.  Blue = left percent control effort.   
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Figure 6-19.  NOx versus time curves extracted from the Trend test data.   
 
 Each of these curves for the individual firing cycles was fit to a first order transfer 
function, relating the air-to-gas ratio to the NOx production rate.  Figures 6-20, 6-21, and 
6-22 show eight typical curve fits.  As before, the curve fitting routine was an Auto 
Regressive with Extra Input (ARX) and the model for the curve fit was a first order 
transfer function with one pole and no zeros.  Two different transport delays are evident 
from the raw data.  Two delays are expected since there are two process inputs that affect 
NOx production in this test.  The first transport delay is the same as that found in the 
Magnitude test, determined by comparing the rising edge in the gas flow rate to the rising 
edge in the NOx.  The second, much shorter, transport delay was that between the change 
in air-to-gas ratio and change in NOx production at mid-firing-cycle.  The data were 
shifted by the second (shorter) time delay before performing the curve fits.  The resulting 
curves illustrate the exponential change in NOx with time (with gain and time constant) 
at the beginning of each firing cycle, and in response to changes in air-to-gas ratio.  The 
gain was related to the excess air-to-gas ratio, calculated by subtracting the stoichiometric 
air-to-gas ratio and air in-leakage from the overall air-to-gas ratio.   
 
 Transport Delay Anomaly.  As noted above, the Trend test analysis yielded two 
different transport delays for NOx production.  The first delay is the time between the 
instant when the gas is turned on at the beginning of a firing cycle and the time when the 
CEMS sensor in the stack registers an increase in NOx production.  The observed 
transport delay is reasonable, considering the time it should take combustion products to 
travel from the furnace through the regenerators, flues, and electrostatic precipitator to 
the sampling point in the stack, plus the time required for the sample to travel from the 
sampling point to the NOx analyzer in the instrument room on the ground.  The second 
transport delay is that from the instant when the air-to-gas ratio was changed at mid-firing 
cycle to the time when the stack CEMS NOx sensor responded to the change.  The delay 
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observed in this case seems unreasonably short, considering that it should take about the 
same time for the NOx analyzer to respond to a change in combustion air flow rate as it 
takes to respond to the change from no gas to full flow at the beginning of a firing cycle.   
 
 The relationships between NOx measurements, air-to-gas ratio control effort, and 
the apparent transport delays are shown in Figure 6-23.  The figure shows four traces:  (1 
and 2) left and right ENERAC NOx measurements in the connecting flues between the 
primary and secondary regenerators, which should respond quickly to changes in NOx 
production, (3) CEMS NOx measurement in the stack, a long distance from the furnace, 
that should exhibit a significant delay before responding to changes in NOx production, 
and (4) air-to-gas ratio control effort, whose changes are expected to correspond to 
changes in NOx production in the furnace.  The ENERAC NOx measurements in the 
connecting flues respond within a few seconds of a change in air-to-gas ratio.  The CEMS 
NOx emission index shows a reasonable time delay of 110 to 160 seconds following the 
changes in ENERAC NOx and air-to-gas ratio.  However, the CEMS NOx shows an 
immediate upward trend when the air-to-gas ratio is increased in the middle of a firing 
cycle, and an immediate downward trend when the air-to-gas ratio is decreased in the 
middle of a firing cycle.  Since a transport delay is the time between a command input 
and the first detectable sensor response, the apparent transport delay is very short.  Since 
it is physically impossible for combustion products to reach the CEMS sensor from the 
furnace so quickly, a possible explanation is that the stack flow sensor responds to a 
disturbance in flue gas flow rate or static pressure well before combustion products 
reflecting a new air-to-gas ratio actually reach the NOx analyzer.  A change in actual or 
apparent stack gas flow rate would immediately register as a change in NOx emission 
index, even in the absence of any change in NOx volume fraction observed by the NOx 
analyzer.   
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Figure 6-20.  Typical right side firing cycles.  NOx versus time.   
a.  Control effort increasing from 0% to 100%.   

b.  Control effort decreasing from 100% to 0%.  c.  Fixed control effort.   
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Figure 6-21.  Typical left side firing cycles.  NOx versus time.   
a.  Control effort increasing from 0% to 100%.   

b.  Control effort decreasing from 100% to 0%.  c.  Fixed control effort.   
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Figure 6-22.  Two serendipitous events.  NOx versus time.   
a.  Firing cycle inadvertently started low before a 100% to 0% transition in control effort.   

b.  Inadvertent drop in control effort closely followed by recovery.   
 
 

Discussion 
 
 The tests produced a great deal of useful information that can be used to tune the 
existing NOx control loop.  However, and more importantly, the information can be used 
to design a new NOx control loop that accounts for the new discoveries resulting from 
these tests.  Since this report cannot disclose proprietary information, the discussion here 
will be at a high level.   
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Figure 6-23.  Transport delay analysis.   

 
 The initial observation from the test as a whole is that fewer tests will have to be 
run in the future to get similar information.  This is because we were able to eliminate the 
consideration of some phenomenon that required several tests at different settings to 
extract the desired information.  For example, we discovered that the conditions of a 
given firing cycle had little residual affect on NOx production in subsequent firing cycles.  
Therefore, in future tests, a firing cycle at a particular set of conditions will not need to be 
preceded by alternative firing cycles at several different settings, in order to remove their 
effects.   
 
Open Loop Control Test 
 
 The open loop test showed that the natural process variation over the course of a 
few hours was not significant compared to the degree of process variation that was 
imparted to the system during the other tests.  However, the variation observed during the 
open loop control test should be considered when evaluating the test data.  If, for 
example, the natural process variation over the course of one firing cycle can cause the 
NOx production rate to change by 5%, then any changes observed in the experiments 
should only be considered significant if they are greater than 5%.  By always applying 
this criterion, the conclusions drawn from a test will be more credible.   
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Port-to-Port NOx Source Identification Test 
 
 The Port-to-Port tests indicate that NOx production increases more near port three 
than near the other ports for the same decrease in natural gas flow to its burners.  This test 
only considered the effect of decreasing the amount of gas going to a particular port.  
However, it is not an unreasonable assumption that the converse will also be true for 
small changes in gas flow rate.  That is, for small increases in the gas to particular ports, a 
change at port three is expected to cause the greatest reduction in NOx, and the others 
will follow the general trend shown in Figure 6-9.  The location of the most influential 
port may be associated with furnace temperature in that area, mixing effectiveness in that 
area, or furnace geometry.   
 
Magnitude Test 
 
 In the Magnitude tests, the NOx response was well above the level of noise on the 
NOx sensor and was well above the perturbations in NOx from other process controls.  
The data-sampling rate was sufficient to capture the primary process dynamics, although 
faster data sampling would have allowed us to determine the transport delay with greater 
accuracy.   
 
 One important observation from the magnitude tests is that conditions during a 
given firing cycle have little residual effect on subsequent firing cycles.  We worried that 
the converse might be true when some historical production run data showed that if a 
given firing cycle produced a great deal of NOx, then the next firing cycle would also 
produce high NOx, regardless of control action.  However, we found that we could 
manipulate production of NOx regardless of conditions during the previous firing cycle.  
The phenomenon observed in the historical production data must have been caused by an 
as yet undiscovered phenomenon.   
 
 Another important finding was that there are ways to exert significant control over 
NOx production.  This was also in contrast to indications from the historical production 
run data, from which it appeared as though the NOx control loop had only a small 
influence on NOx production.   
 
 During the reversals at the end of cycles during which firing was from the right, 
there was a sharp peak in NOx indicated by the stack CEM, as shown in Figure 6-24.  
Since the onset of reversal should produce no additional NOx, we believe that this peak is 
caused by a momentary increase in stack gas flow.  As mentioned in the description of 
the transport delay anomaly, above, calculation of the NOx emission index by the stack 
CEM combines the stack gas flow and NOx volume fraction, so an increase in flue gas 
flow rate (or a perturbation decreasing the static pressure), even in the absence of any 
change in NOx concentration, will cause an increase in the emission index.  The green 
trace in Figure 6-24 shows a distinct peak at the onset of reversal after firing on the right.  
The red trace in the figure is the measurement of NOx by the ENERAC instrument in a 
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sample from the left connecting flue, which contains the exhaust from the furnace when 
firing on the right.  Since no peaks in NOx appear in the ENERAC data at the onset of 
reversal, the NOx spikes in the stack CEM data appear to be anomalous.  The spikes in 
the CEM record could arise from a momentary increase in flue gas flow caused by a 
mistimed valve in the reversal system.   
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Figure 6-24.  A characteristic peak in NOx during right side reversals  

appears in the CEM data but not in the ENERAC measurements.   
 
 As mentioned in the section entitled, "Loop Interaction," we found that unstable 
oscillations were present when firing on the left.  This type of oscillation is characteristic 
of an out-of-control feedback loop, not a natural process condition.  Though we observed 
similar oscillations in the refiner pressure, we do not believe that the refiner pressure 
control loop is causing the oscillations.  Further work is needed to determine the source 
of the apparently forced oscillation.  Under closed loop control of NOx, suppressing this 
oscillation would consume up to 50% of the available control effort.  If the oscillation 
were eliminated at its source, then the NOx control loop could be much more effective.   
 
 Similar changes in NOx control effort on the two sides of the furnace did not 
produce similar changes in NOx production.  The left side of the furnace produced 25% 
more NOx than the right side after a similar change in air-to-gas ratio.  Only 7% of this 
difference can be attributed to the difference in set points on the two sides of the furnace.   
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 At high levels of control effort, similar emissions of NOx were observed when 
firing on the left and on the right, though the air-to-gas ratio was higher when firing on 
the right.  This suggests that the actual air-to-gas ratios are similar on the two sides, and 
that the values indicated by the control system are not accurate, perhaps due to 
differences from one side to the other in loss of air from the flues downstream from the 
air flow measurement points.   
 
 At low levels of control effort, more NOx was produced when firing on the right 
than on the left.  This could be a non-linear effect of the air losses from the flues, such 
that at high air-to-gas ratio, the amounts of air leakage result in similar air-to-gas ratios in 
the furnace regardless of firing direction, but because changes in leakage on the two sides 
are not in the same proportion to changes in total air flow rate, a differential in NOx 
production when firing left and right appears at low air-to-gas ratio.   
 
NOx Control Trend Test 
 
 Air-to-gas ratios were changed in the middle of firing cycles to determine their 
effects on NOx production.  This test was intended to answer the question, "to what 
extent does NOx production depend upon active control and to what extent does it 
depend upon initial conditions?"   
 
 The tests revealed that the system behaves differently, from the point of view of 
NOx production, when firing on the left and right, and not simply in the magnitude of 
NOx produced.  For example, when the air-to-gas was reduced at mid-cycle when firing 
on the right side of the furnace, NOx production decreased exponentially, as expected.  
However, when the air-to-gas ratio was reduced at mid-cycle when firing on the left side 
of the furnace, NOx production decreased linearly or logarithmically.   
 
 Some of the phenomena observed in the Magnitude tests were also observed in 
the Trend tests.  In the Trend tests, the right firing cycle exhibited sharp spikes in NOx at 
the onset of reversal, just as in the Magnitude tests.  Unstable oscillations were observed 
when firing on the left during both the Magnitude and Trend tests.  Oscillations were also 
detected, but to a lesser extent, when firing on the right.   
 

Changes in NOx production resulting from changes in air-to-gas ratio at mid-
cycle during the Trend tests were similar to the changes associated with different air-to-
gas ratios set at the beginning of firing cycles in the Magnitude tests.  This is a good 
indication that the relationship between NOx and air-to-gas ratio is linear over the range 
of air-to-gas ratios accessible through variation in control effort.   
 

Conclusions from the NOx Control Experiments 
 
 The four NOx experiments that were conducted during the week of March 25, 
2002 on Line 14-2 were well planned and well executed.  Plant personnel provided 
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unprecedented access to control of conditions in the furnace to make possible the 
successful execution of the tests.  Making use of the experience gained, it will be 
possible, in future tests, to gather an equivalent amount of information in a shorter period 
of time.  The key observation that will allow us to compress future tests is the fact that 
conditions during a given firing cycle do not significantly influence NOx production 
during subsequent firing cycles.  A second observation that will allow us to make future 
testing more efficient is that NOx production behaves approximately linearly with 
variation in air-to-gas ratio over the operating range of the NOx control loop.   
 
 The Open Loop tests demonstrated that variability in NOx sensor output due to 
other process controls and sensor noise were sufficiently small that the data to be 
gathered would provide meaningful information.  The Port-to-Port tests provided 
quantitative information about the relative influence that changes in gas flow to the 
burners in individual ports have on NOx production in the furnace as a whole.  The 
Magnitude tests indicated that sufficient control over NOx is provided by the range of air-
to-gas ratio under control of the feedback loop.  Data gathered during the Magnitude tests 
permitted evaluation of the NOx production time constant, transport delay, and gain.  The 
Magnitude tests revealed control loop interactions and sensor dynamics that were not 
well understood prior to the tests.  For example, the refiner pressure and NOx production 
exhibited correlated unstable oscillations, which warrant further investigation.  An 
anomalous peak in NOx was observed at the onset of reversal from right to left firing, 
thought to arise from a transient increase in stack flow caused by less than optimum valve 
timing.   
 
 The Trend tests provided information about the dynamics of mid-firing-cycle 
adjustment of air-to-gas ratio for control of NOx.  By changing the control variable 
midway through a firing cycle, the dynamic relationship between the control variable and 
NOx response was determined.  The NOx control loop appeared to exhibit a much shorter 
transport delay in response to mid-cycle changes in air-to-gas ratio than it did in response 
to ignition of natural gas at the beginning of a firing cycle.  When the air flow was 
adjusted in the middle of a firing cycle, the NOx emission index indicated by the stack 
CEM appeared to respond before sufficient time had elapsed for combustion products to 
travel from the furnace to the stack and from the stack to the NOx analyzer.  Apparently, 
the change in flue gas flow or a pressure disturbance caused by adjustment of the 
combustion air is transmitted to the stack within a few seconds.  Because the stack gas 
flow rate is included in the calculation of the emission index, a change in emission can be 
registered even before any change in NOx concentration is detected by the analyzer.  The 
actual transport delay between adjustment of the air-to-gas ratio and response of the NOx 
CEM accurately reflecting the new condition was ~ 110 to 160 seconds.  The Trend tests 
demonstrated that NOx production in the furnace responds to changes in air-to-gas ratio 
on a time scale shorter than the reversal cycle and that the change in NOx resulting from 
a given adjustment in air-to-gas ratio at mid-cycle was approximately the same as that 
observed when the same adjustment was made at the beginning of a firing cycle.   
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Objective 
 
 The main objectives of this report are 1) to use Computational Fluid Dynamics 
(CFD) simulations to understand port-port interaction in the glass furnace and 2) to make 
recommendations about experimental data that would be useful for model validation.  
Since not much experimental data is available for the Mt. Zion 14-2 furnace at this stage, 
an existing database of measurements for a similar furnace (Newbold et al., 1997) is 
considered in order to address the first objective.  The furnace considered in this work is 
a side-port, regenerative, flat glass furnace similar to the Mt. Zion furnace.   
 
 The tasks we have completed towards the objectives are as follows:   

1. Perform a single-port simulation to compare the velocity, temperature, and 
species concentration fields with the experimental data.   

 
2. Perform a three-port simulation to identify the influence of nearest 

neighbor ports on the middle port.   
 
3. Perform a full furnace simulation to identify the influence of all other 

ports on a single port.   
 
4. Perform a sensitivity study to identify the influence of  

a. Glass surface temperature boundary conditions on the burner plane 
and on the whole domain.    

b. Inlet air flow rates on flow, temperature fields and major species 
concentrations in the furnace.    

c. Inlet air profiles on flow, temperature fields and major species 
concentrations in the furnace.    

d. Computational resolution of mixing in the port neck on flow, 
temperature fields and major species concentrations in the furnace.    

e. Crown temperature profile on the burner plane and on the whole 
furnace domain.   

_______ 
*Links to presentations and publications related to this work may be found on the 
authors' web sites at <http://www.crsim.utah.edu/~desam/> and 
<http://opus.utah.edu/~smith/>.   
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 Though the ultimate objective of this work is to predict and control the NOx in 
the glass furnace, obtaining the flow field, temperatures and species distributions is very 
important in calculating the NOx levels.  NOx does not alter the flow or temperature 
fields and thus generally is obtained as a post processed calculation (Carvalho et al., 
1990).  Validating the simulation capability of the major species and temperature 
distribution independent of the NOx model is a necessary step in the overall validation.   
 

Furnace Description and Experiments 
 
 A schematic of the side-fired, regenerative, six-port glass furnace combustion 
chamber used in the modeling work of this report is shown in Figure 7-1.  The furnace is 
11 meters wide, 21.5 meters long and 2.6 meters high in the center from the glass bottom.  
It has six port necks; each of them is 3.35 meters long with same area of cross-section 
and connects the regenerator with the furnace.  Each port has two 4.4 cm diameter pipe 
burners on the sides and the burners centerlines intersect with the port neck centerline at 
the edge of the furnace wall.   

 
 
Figure 7-1.  Schematic of the side-port, regenerative, flat glass-melting furnace 
combustion chamber.   
 
 
 Detailed experimental measurements (Newbold et al., 1997) are available along 
the centerline for port neck three at six locations, which are 1.1, 2.3, 3.4, 4.4, 5.3 and 7.6 
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meters from the north side furnace wall.  These measurements include velocity, 
temperature, species concentration and radiant flux at different heights from the glass 
surface.  There are no data available for NOx from this source.  Table 7-1 summarizes the 
operating conditions.  The furnace operates on fifteen minute firing cycles; a fifteen-
minute firing from north side with exhaust on south side and a fifteen-minute firing from 
south with exhaust on north side for regenerative purposes.   
 
 

Table 7-1.  Operating conditions of the glass-melting furnace (Newbold et al., 1997).   
 
Wall Temperatures (K) 

North furnace wall 
South furnace wall 

 

1910 
1900 

Mass flow rates (kg/hr) 

Fuel 
Air 

 

2763 
66,557 

Stoichiometry (equivalence ratio) 

Overall plant value 
Portneck 1 
Portneck 2 
Portneck 3 
Portneck 4 
Portneck 5 
Portneck 6 

 

0.61 
0.49 
0.54 
0.66 
0.72 
0.65 
0.58 

Fuel Composition (volume %) 

Methane 
Nitrogen 
Ethane 
Propane 
Carbon dioxide 
Oxygen 
Hexane 
n-butane 
Isobutane 
n-pentane 

 

 

87.49 
6.79 
3.66 
0.77 
0.58 
0.46 
0.10 
0.08 
0.05 
0.02 

 
 
 The fuel flow rates were individually measured for each burner and the sum was 
used to find the overall plant equivalence ratio.  With the aid of a differential-pressure 
orifice meter, the overall airflow rate for the furnace was measured.  Equivalence ratio for 
each port was calculated by integrating the measured port neck velocity data (measured 
only along the vertical centerline of the port neck and was assumed to be invariant along 
the horizontal direction) over the port neck cross-sectional area determined from the 
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furnace drawings.  In practice, deposits have accumulated on the port necks over years of 
use.  These deposits have decreased the cross-sectional area by an unknown amount.  
This results in higher airflow rates than when the furnace was operating at design 
conditions.  This difference is estimated to be as high as 15% for this furnace.   
 
 A straight water-cooled stainless-steel pitot tube was used to measure gas-
velocities.  Gas temperatures were measured with the aid of a triple-shielded water-
cooled pyrometer.  To characterize the wall incident radiant heat flux on the crown, a 
water-cooled ellipsoidal radiometer was used.  Combustion gases were analyzed with 
several on-line gas concentration analyzers in real time by being drawn through a water-
cooled stainless steel collection probe.  The wall temperatures were optically measured.   
 

Simulation Details 
 
 In order to study the effect of port-to-port interaction, three different sets of 
simulations are built and solved for velocities, temperatures and species concentrations.  
Since the experimental data is only available for port three, the strategy is to compare the 
simulations with the measured data quantitatively for only port three.  This serves our 
objective, which is to study the port-to-port interaction rather than validating the full 
furnace.  
 
 Figure 7-2 shows the geometry of a single-port combustion chamber.  A single 
port model assumes the existence of symmetry between port necks and also within the 
port.  That's why only half of the port is considered rather than the full port.  The 
advantage of the single port model is the ability to resolve the wide range of scales 
present in the glass furnace with a fine grid.  These models are computationally cheap 
and allow studying the effect of different operating and design variables economically.  
But, the glass furnace operates with different air and fuel flow rates for different ports, 
which may disrupt symmetry within and between ports.   
 
 In order to study the effect of the neighboring ports, a three-port model is built 
and is shown in the Figure 7-3.  This model includes the effect of ports two and four 
(immediate neighbors) on the port three, which is located in the center of the simulation.  
It should also be observed from the geometry that only half of the geometry for port two 
and four is considered since we are interested in studying the effect of adjacent flames on 
port three.  These three ports operate with different firing conditions, port four operates 
with high equivalence ratio than port three and port two operates with low equivalence 
ratio than port three.  These differences are included in the simulation.   
 
 Figure 7-1 shows the geometry of the full furnace and is the geometry for the 
third simulation set.  This model helps in the evaluation of the assumptions made in the 
other two models.  In this case, the penalty is the coarse mesh because of the large 
dimensions of the furnace.  This affects the quality of the results obtained when 
compared to the results from the other two models.  Table 7-2 summarizes and compares 
the mesh elements (hexahedral) for these three models.   
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Figure 7-2.  Schematic of the single-port model for port three.  

 
Figure 7-3.  Schematic of the three-port model (Port three is located in the center, port 
two is towards +ve Z-direction and port four is in the -ve Z-direction).   
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Table 7-2.  Comparison of different models for number of elements in the mesh.   
 

Model Total no of elements Elements per port  
Single-port 200,000 400,000 
Three-port 300,000 150,000 

Full furnace 600,000 100,000 
 
 
 The parallel version of Fluent 5.5 (Fluent, Inc.) with 4 processors is used in 
solving the models.  Time-averaged Navier-Stokes equations are solved with a κ-ε model 
as the closure model for turbulence to predict the flow field.  The flame is modeled as a 
turbulent diffusion flame and the chemical reactions associated with the heat release are 
assumed to be fast.  A beta-function PDF model is used to include the temporal and sub-
grid scale fluctuations on scalar properties.  Radiation is the dominant form of heat 
transfer in these furnaces and is accounted for by the use of the Discrete-Ordinate 
radiation model with variable absorption coefficients based on weighted-sum-of-gray-
gases model (WSGGM) (Fluent, Inc.).  Soot formation is predicted with two-step Tesner 
model (Fluent, Inc.) and is included in the prediction of radiation absorption coefficient.   
 
 Boundary conditions play a very important role in combustion predictions 
because of the existence of strong coupling between combustion chamber, melt tank and 
batch.  The glass surface has a distribution of temperature rather than a single constant 
temperature (Hayes, 1999).  Figure 7-4 shows the assumed temperature distribution used 
in these simulations.  It varies linearly from 1810 K in the center to 1760 K on both the 
sides.  The sensitivity of the glass surface temperature distribution is also studied and 
presented in this report.  Similarly, the velocity profile at the inlet influences the amount 
of mixing and should be included in the model for better predictions.  The velocity profile 
obtained from the experiments for port neck three is used, which is shown in the Figure 
7-5.  The assumption in this profile is that the velocity does not vary in the horizontal 
direction (may not be true in practice).   
 

Results and Discussion 
 
Model Comparisons 
 
 Temperature Distributions.  The temperature distribution in the burner plane for 
the three different models is shown in Figures 7-6, 7-7, and 7-8.  Figure 7-9 shows the 
temperature contours in planes parallel to YZ at 1.0, 5.5 and 10.0 m in X-direction from 
the flame-side furnace wall.  For three-port and full furnace models, port three is clipped 
exclusively for burner plane temperature distributions and shown in Figures 7-10 and 7-
11.  It can be observed from Figure 7-6 that the flame is well defined for single-port 
model because of the high resolution in the mesh.  In order to compare these three 
models, the average temperatures in the burner plane and on the whole domain over port 
three are calculated and summarized in Table 7-3.  There is a considerable difference in 
average temperatures between the full furnace model and the other two models.  This 
could be due to the interaction between ports and/or the low-resolution grid in computing.  
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The dominant reason seems to be the grid resolution because the differences between the 
single-port and three-port model simulation results are small; yet, the three-port model 
includes port-to-port interaction effects.  This motivates us to design a strategy that could 
incorporate full furnace effects without sacrificing resolution.  One possibility might be 
to use boundary profiles to exchange information between ports.  This strategy will be 
explored in future work.   
 
 

 
 
Figure 7-4.  Glass surface temperature distribution (assumed) as a boundary condition for 
combustion model.   
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Figure 7-5.  Velocity distribution at the inlet for port three (from experiments).   
 
 
 

Table 7-3.   
Comparison of average temperatures (K) in the burner plane and on the whole domain.   

 
Model Burner plane Whole domain 

Single-port 1830 1848 
Three-port 1823 1855 

Full furnace 1720 1745 
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Figure 7-6.  Temperature distribution in the burner plane for the single-port model.   
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Figure 7-7.  Temperature distribution in the burner plane for the three-port model.   
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Figure 7-8.  Temperature distribution in the burner plane for the full furnace model.   
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Figure 7-9.  Temperature distribution in planes parallel to the Y-Z plane at 1.0, 5.5 and 
10.0 m in the X-direction from the flame side furnace wall.   
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Figure 7-10.  Burner plane temperature distributions clipped for port three in the three-
port model.   
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Figure 7-11.  Burner plane temperature distributions clipped for port three in the full 
furnace model.   
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 Comparison of X-Velocity Component.  Figures 7-12 and 7-13 compare the X-
velocity component for the three models with the experimental data for holes 2 and 5.  
The maximum velocities are observed near the glass surface in the flame region.  The 
crown region contains a large recirculation zone with negative velocities.  This velocity 
profile decays out to a more uniform profile near the exhaust port.  Figure 7-13 shows the 
velocity profile approximately in the middle of the furnace.  The predictions are in 
reasonable agreement with the experimental data.  There is little variation between the 
different models, except near the flame.   
 

 
Figure 7-12.  X-velocity component for hole 2, located at 2.3 m from the flame-side wall.  
 
 
 Comparison of Temperatures.  Figure 7-14 shows the comparison of calculated 
and experimental temperature profiles for hole 1.  There are only limited experimental 
data available for this location.  There are no experimental data in the flame region.  All 
three models agree above 1 m from the glass surface.  This region has a constant low 
gradient and can be modeled with a low-resolution mesh.  Figure 7-15 shows the 
temperature data for hole 2.  It can be observed that none of the model predictions match 
the measured temperatures in the flame region.  There is a huge variation in the 
predictions between different models.  This emphasizes the importance of resolving the 
flame region, both in terms of grid and physics.  Large eddy simulations are necessary to 
resolve the important mixing phenomena and will be explored in future work.   
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Figure 7-13.  X-velocity component for hole 5, located at 5.3 m from the flame-side wall.  
 
 

 
Figure 7-14.  Temperature profile for hole 1, located at 1.1 m from the flame-side wall.   
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Figure 7-15.  Temperature profile for hole 2, located at 2.3 m from the flame-side wall.   

 
 
 The measured flame region temperatures are not in agreement with even the fine 
mesh.  We hypothesize that the reason for this discrepancy may be one or more of the 
following:   
 

1. Inaccurate airflow rates at the port neck.  
2. Inadequate turbulent mixing model.  
3. Inadequate computational resolution.  
4. Inadequate measured data.  

 
We will address each of these.  As an important first step we recommend that the 
PPG/Sandia/University of Utah team obtain air and fuel rates to each port and burner.   
 
 Comparison of Species Concentrations.  Figures 7-16 and 7-17 compare the 
mole fractions of O2 and CO2 respectively for different models with the experimental 
data.  The predicted species levels deviate highly from those measured.  These 
discrepancies are consistent with the hypothesized reasons for temperature discrepancies.  
The predictions for different models did not vary much from 1.0 m above the glass 
furnace to the crown.  We feel it is imperative to resolve the in-flame discrepancies for 
temperature and major species if we hope to get reasonable NOx predictions.  It has also 
been suggested that CO2 released from batch melting process may be contributing to the 
high amounts predicted by the models.   

 - 59 -



 
Figure 7-16.  Mole fraction of O2 for hole 3, located at 3.4 m from the flame-side wall.   

 

 
Figure 7-17.  Mole fraction of CO2 for hole 3, located at 3.4 m from the flame-side wall.  

 
 
 Mass Flow Distribution.  The full furnace model is also analyzed for the mass 
flow distributions in the inlet and exhaust ports.  Since the flow is fully three-dimensional 
in the glass furnace, the amount of mass entering into a particular inlet port does not exit 
from the same exhaust port (that is opposite to the inlet) and Table 7-4 shows the 
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distribution of mass between the individual ports.  From our analyses of simulations to 
date, we conclude that this redistribution of exit gases is the major port-to-port 
interaction.  No significant asymmetry has been observed in the flame region due to port-
to-port interaction.   
 
 

Table 7-4.  Distribution of mass flow rates among the individual ports.   
 

 Port 1 Port 2 Port 3 Port 4 Port 5 Port 6 
Mass in (kg/s) 4.4665 4.1435 4.0499 3.2857 3.8417 3.7813 

Mass out (kg/s) 3.9254 4.1149 3.8738 3.9592 4.0495 3.6454 
 
 
Sensitivity Study 
 
 Glass Surface Temperature.  In order to find the sensitivity of the simulations to 
the glass surface temperature boundary condition, four different tests are conducted with 
the single-port model and are numbered from 1 to 4.  Test 1 uses the surface temperature 
distribution as shown in the Figure 7-4, with an average of 1785 K.  Test 2 uses a 
constant temperature of 1785 K throughout the boundary.  Test 3’s temperature 
distribution varies linearly from 1760 K at the center of the furnace to 1810 K at the side 
walls, with an average of 1785 K.  The surface temperature for the Test 4 is kept constant 
at 1885 K.  The objective of this study is two fold: 1) to find the sensitivity of different 
temperature distributions by keeping constant average value, and 2) to study the effect of 
changing the boundary temperature values.  For all these cases, the average temperatures 
over the burner plane and on the whole domain are calculated and tabulated in Table 7-5.   
 
 

Table 7-5.   
Comparison of average temperatures in the burner plane and on the whole domain for 

different glass surface temperature boundary conditions.   
 

 Average Temperature (K) 
Sensitivity Test Burner plane Whole domain 

Test 1 1830 1849 
Test 2 1830 1849 
Test 3 1831 1850 
Test 4 1870 1894 

 
 
 It can be observed from Table 7-5 that the side-to-side profile of the surface 
temperature distribution has no effect on the temperature predictions.  But, increasing the 
value up to 100 K resulted in an increase of 40 K in the burner plane and 45 K in the 
whole domain.  We conclude that knowing an average glass surface temperature along 
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the length of the furnace (from batch to melter end) is important to the simulation for 
obtaining combustion temperatures.  However, the temperature profile of the glass 
surface in between the sides is not significant to the simulation results.   
 
 Inlet Air Flow Rates.  The simulation results from the previous section showed 
model results with higher values of O2 in the combustion space than experimentally 
measured (i.e. see Figure 7-16).  This may be due to uncertainty in the specified inlet air 
flow rates in the model.  For example, although the vertical velocity profile was measured 
in the port neck, the horizontal profile was assumed to be uniform, thus establishing a 
total mass flow rate for the inlet air.  To study the sensitivity to inlet air flow rates, 
simulation results from three models with different air flow rates are compared with 
experiments for flow, temperature and species.  Fuel flow rates are not changed in this 
study.  Thus, as the air flow rate is decreased, the overall equivalence ratio increases.  
The sensitivity study is performed with equivalence ratios of 0.8 and 1.0.  These results 
are compared with the previous model results which had an overall equivalence ratio of 
0.66.  All three models are compared with the experimental data.  In this study, only the 
magnitude of velocities in vertical direction is changed (by keeping the measured vertical 
profile), while maintaining a flat velocity profile along the horizontal direction.   
 
 Figures 7-18 and 7-19 compare the X-velocity components from the three models 
with experimental data.  It can be observed that the flame-zone velocities are more 
sensitive to the air flow rates than other regions of the flow.  Also, the velocity profile in 
the flame-zone becomes flat with increasing equivalence ratios and decreasing air flow 
rates.   

   
Figure 7-18.  X-velocity component at hole 2 for different air flow rates (equivalence 
ratios).   
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Figure 7-19.  X-velocity component at hole 5 for different air flow rates(equivalence 
ratios).  
 
 

 
Figure 7-20.  Mole fraction of O2 at hole 3 for different air flow rates (equivalence 
ratios).   
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Figure 7-21.  Mole fraction of CO2 at hole 3 for different air flow rates (equivalence 
ratios).   
 
 
 The sensitivity of the mole fraction of O2 is shown in Figure 7-20.  O2 predictions 
improve as the equivalence ratio increases.  Consistently, the CO2 predictions also follow 
this trend and are shown in Figure 7-21.  Higher values of measured CO2 are due to 
contributions from batch, which is typically about 4% in a glass furnace.   
 
 Figure 7-22 shows the temperature profile at hole 2 for different amounts of inlet 
air.  Temperature predictions are very sensitive to the inlet air boundary condition, 
especially in the flame region.  In order to get reasonable predictions, specification of the 
correct amount of air is mandatory.  The wide discrepancies in the flame region can be 
better explained by the local mixture fraction shown for hole 2 in Figure 7-23.  In this 
case, the stoichiometric mean mixture fraction is 0.09.  Peak flame temperatures occur 
when the local mean mixture fraction reaches this value.  Rich and lean mixture fractions 
result in lower flame temperatures.  For the case where the overall equivalence ratio is 
0.66, the local mixture fraction reaches the stoichiometric value only once and the 
remaining flame-zone is lean.  The entire flame-zone is rich in the case where the overall 
equivalence ratio is 1.0.  All the three regions i.e. lean, rich and stoichiometric can be 
observed in the flame region for an overall equivalence ratio of 0.8.   
 
 It is very difficult to compare the results of these different models with the 
experimental results since not much data is available in the flame region.  The validity of 
the available experimental data in the flame region is also under question.  Obtaining 
these kinds of data in large-scale industrial glass furnaces is extremely difficult.   
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Figure 7-22.  Temperatur
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Figure 7-23.  Mixture fract
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 Inlet Air Profile.  The objective in performing this sensitivity study is to find out 
the effect of the inlet air profile on the model predictions by keeping the total amount of 
inlet air at a constant value.  Two different cases with equivalence ratio of 0.80 are 
studied, one with constant horizontal profile and the other with variable horizontal 
profile.  The inlet profiles for both the cases are shown in Figure 7-24.  In the case with a 
constant horizontal profile, the magnitude of the vertical component of the inlet air 
velocity is scaled to obtain the required air flow rate.  In the case of a variable horizontal 
profile, the measured vertical component is not changed; instead the correct air flow rate 
is imposed with a profile in the horizontal direction.  It should be noted that the colors in 
Figure 7-24 do not represent the same scale.  The total air flow rate is the same in both 
cases.   
 
 

                       
        a.  Constant horizontal profile.                              b.  Variable horizontal profile.   
 

Figure 7-24.  Inlet air profiles.   
 
 
 The X-velocity component is compared to the experimental data for these two 
different cases and is shown in Figures 7-25 and 7-26.  The influence of the horizontal 
profile is observed only in the initial part of the flame.  Its influence decays towards the 
end of the flame.  There is no influence of the profile in the recirculation zone.  Mole 
fractions at hole 3 for O2 and CO2 are shown in Figures 7-27 and 7-28 respectively.  Not 
much difference is observed for different inlet air profiles except in the region between 
the flame and the glass surface.  Discrepancies between experiments and predictions in 
this region could be either due to the inlet velocity profile or due to unresolved physics as 
discussed in the next section.  Temperature and local mean mixture fraction profiles for 
hole 2 are shown in Figures 7-29 and 7-30 respectively.  The trend is similar to that for 
the species and the discrepancies between experiments and predictions in the flame 
region can be explained by the same analysis proposed above.  From this study, it can be 
concluded that the inlet air profile is not as crucial as the inlet air flow rates for model 
predictions.  
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Figure 7-25.  X-velocity component at hole 2 for different inlet air profiles.  

 
 

 
Figure 7-26.  X-velocity component at hole 5 for different inlet air profiles.   
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Figure 7-27.  Mole fraction of O2 at hole 3 for different inlet air profiles.   

 
 

 
Figure 7-28.  Mole fraction of CO2 at hole 3 for different inlet air profiles.   
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Figure 7-29.  Tem
 
 

Figure 7-30.  Mean mi
 
 

 

 
perature profile at hole 2 for different inlet air profiles.   

 
xture fraction profile at hole 2 for different inlet air profiles.  
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 Mixing Resolution.  In simulating non-premixed combustion, resolving the 
mixing of fuel and air is very important for capturing the physics and chemistry of the 
process.  Often this task is severely constrained by the wide disparity of geometrical 
scales present in large-scale industrial furnaces.  To resolve all these scales together 
requires enormous computational resources and may not be practical.  To circumvent this 
difficulty, mixing is finely resolved in a calculation for the individual port necks and this 
information is used as the boundary condition for calculations in the furnace.  In order to 
study the sensitivity of mixing resolution, two different tasks are carried out.  One task is 
to compare two cases with different resolutions for mean mixture fraction, mixture 
fraction variance, flow field and temperatures in the port neck.  Another task is to 
compare the flow, temperature and species fields with the experimental data inside the 
furnace.  
 
 Individual port necks are solved with two different grid resolutions.  The base 
case has nearly 30,000 computational cells and the high resolution case has 
approximately 180,000.  Velocity vectors are plotted at the outlet of the port neck and are 
shown in Figure 7-31.  It can be noticed that the high resolution case captured more 
details in the flow field.  This improved velocity field significantly improves the 
simulation of mixing phenomena.  Figure 7-32 shows the temperature, mean mixture 
fraction and mixture fraction variance profiles for base and high resolution cases at the 
end of the port neck.  Since coarse grids are numerically too diffusive, the scalar 
gradients driving the mixing phenomena are not captured to the level that is needed for 
reliable predictions.  The high resolution mesh better resolves these gradients.  These 
comparisons show the importance of resolving mixing process.  In order to capture the 
temporal variations in mixing, large eddy simulations are necessary.   
 
 To study the effect of this resolved mixing on combustion predictions in the 
furnace, simulations are performed for the furnace with this data as the input boundary 
condition.  Comparisons are made between the base case results and the experimental 
data.   
 
 

                           
                      a.  Base case                                                      b.  High resolution case 
 

Figure 7-31.  Flow field comparison for different grid resolutions in the port neck.   
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                     a.  Base case                                                    b.  High resolution case 
 

Figure 7-32.  Effect of grid resolution in the port neck on mixing, energy.   
f:  Mean mixture fraction  
T:  Temperature  
σf

2:  Mixture fraction variance 
 
 
 From the velocity data shown in Figures 7-33 and 7-34, there is considerably 
good agreement between the base & high resolution cases compared with the 
experimental data.  Figures 7-35 and 7-36 compare the mole fractions for O2 and CO2 
respectively at hole 3.  There is a substantial improvement in the species predictions 
when the mixing is resolved with fine grids.  The predicted O2 and CO2 mole fractions are 
almost equal to the results from previously studied equivalence ratio of 0.80 case with 
lower resolution.  Although the equivalence ratio used in this case is only 0.66.  The 
temperature profile and local mean mixture fraction are shown in Figures 7-37 and 7-38 
for hole 1.  Since not much inflame temperature data is available, it is very difficult to 
compare the sensitivity of predictions in the flame region for different resolutions.  But, 
there are even some differences in the temperature and mixture fraction values in the 
region of the furnace higher than 1.0 m above the glass surface.  This suggests that 
mixing resolution is very important for better temperature predictions too.   

 - 71 -



 

 Resolved Mixing 

 Experiment   
 Base Case 

Figure 7-33.  X-velocity component at hole 2 for different port neck resolutions.   
 
 

 

 Resolved Mixing 

 Experiment   
 Base Case 

Figure 7-34.  X -velocity component at hole 5 for different port neck resolutions.   
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 Resolved Mixing

 Experiment   
 Base Case 

Figure 7-35.  Mole fraction of O2 at hole 3 for different port neck resolutions.   
 
 

 

 Resolved Mixing

 Experiment   
 Base Case 

Figure 7-36.  Mole fraction of CO2 at hole 3 for different port neck resolutions.   
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 Resolved Mixing

 Experiment   
 Base Case 

Figure 7-37.  Temperature profile at hole 1 for different port neck resolutions.   
 
 

 

 Resolved Mixing 

 Experiment   
 Base Case 

Figure 7-38.  Mean mixture fraction profile at hole 1 for different port neck resolutions.   
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 Crown Temperature.  In order to find the sensitivity of the crown temperature to 
temperature predictions in the burner plane and in the whole furnace, two different cases 
are studied.  One case used a constant crown temperature, which is 1910 K, measured 
with experiments and another case is with an assumed temperature distribution such that 
the average temperature on the crown is equal to the first case.  Temperatures in the 
burner plane and in the whole furnace are averaged and tabulated in Table 7-6.  From this 
study, it is concluded that the crown temperature distribution does not have any effect on 
the burner plane temperatures.   
 
 

Table 7-6.   
Comparison of average temperatures in the burner plane and on the whole domain for 

different crown temperatures.   
 

 Average Temperature (K) 
Sensitivity Test Burner plane Whole domain 

Constant temperature 1830 1849 
Distribution of temperature 1830 1850 

 
 

Conclusions from the Combustion Modeling 
 
 Different glass furnace models are thoroughly studied to find the effect of 
boundary conditions and port-to-port interactions.  These models produce similar results 
for all variables in the region from 1.0 m above the glass surface to the crown.  However, 
in the flame region, where the scalar gradients are high, the simulation results are 
sensitive to mesh resolution and for variables like inlet air flow rates.  Except for 
velocities (and, in some cases, species), the simulations are unable to match the 
experimental measurements.   
 
 In order to get reliable predictions of temperature and major species:   
 

1. The amount of air and fuel flow rates at the inlet should be measured 
 accurately.   
 
2. An accurate mean glass surface temperature, crown temperature (and 

emissivity) should be obtained.    
 
3. Mixing should be resolved more accurately in the near burner region, which 
 acts as a boundary condition for the full furnace model to capture the port-to-
 port interactions (if necessary).   
 
4. Large eddy simulations to resolve more physics in the flame region.  

 
 Finally for NOx model validation, we will need measurements of NOx 
concentrations.  We prefer data from within the combustion space and preferably within 
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the flame.  However, we recognize the difficulty in obtaining such data.  Whatever NOx 
data we obtain must have the corresponding measurements for inlet and boundary 
conditions previously described.   
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8.  THE REVERSAL CYCLE: 
Fusion of Temperature Measurements for Furnace Control 

 
Lee A. Bertram 

Sandia National Laboratories 
Livermore, CA 

 
 

 The crossfired furnace reverses its firing and exhaust sides after each tfire interval 
and a pause ∆trev has elapsed.   Thus, a full heat/cool cycle of the regenerator has a period  
2(tfire + ∆trev).  Perhaps the best index of this cycle is the integer flag ‘HS-
2SIDEFIRE.PV’ stored by the PI database; it has value = 1 when the left side is firing, 
and value = 2 when the right fires.  For a cycle which starts with firing on the right and 
then switches to the left, the temperature cycles of the rider arches of the regenerators are 
shown in Figures 8-1a and b.   
 
 These data histories indicate that the cycles repeat with great regularity, so each 
should have a curve fit to it which captures its shape.  To illustrate the point, Figure 8-2 
shows the data for the rider arch below Port 7 in the February run, plotted from the 
inferred beginning of the heatup cycles at 21:50:26.4.  The triangles in the plot indicate a 
remarkable repeatability of the tracing of this cycle, with the scatter among 
corresponding data points being less than half the expected standard deviation of about 
7.5 oF for thermocouples at temperatures 1100-1800 oF.   
 
 The curves of Figures 8-1 and 8-2 can be fit roughly with a four-part function 
consisting of a pause of length ∆trev followed by a heat-up curve, then another ∆trev pause 
as the firing reverses, then finally a cool-down curve as combustion air flows by.  The 
heat-up and cool-down curves are the following piecewise exponentials:   
 

Th(t)  =  Tmin + ∆Th  {1 – exp[-( t- ∆trev )/∆th] }                           (8-1) 
 
with the time t being that elapsed since the start of the cycle, so the heating interval is  
∆trev  <  t  <  (∆trev + tfire), and  thus  0  <  (t - ∆trev)  <  tfire  in terms of the firing time tfire.  
If the temperature is Tmax at time ∆trev + tfire, then ∆Th = (Tmax - Tmin)/[1 – exp(-tfire/∆th)].  
After the pause of duration, ∆trev, with T = Tmax, cooling begins at tc = 2∆trev + tfire, which 
is fit by:   

 
Tc(t)  =  Tref + (Tmax - Tref) exp[-(t-tc)/∆tc]                              (8-2) 

 
where Tref = [Tmin – Tmax exp(-tfire/∆tc)] / [1 - exp(-tfire/∆tc)].  The main point here is that 
the cycle is characterized by six parameters, Tmin , Tmax , tfire , ∆th , ∆tc, and ∆trev, and the 
exponential function giving the shape of the curves.  The fact that it can be captured with 
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Figure 8-1.  Rider arch thermal cycles on line 14-2 during May 2001 production run.  
Data at one-minute intervals from PI database.   

a. Heat-cool cycle of left regenerator below ports 1 through 6.   
b. Cool-heat cycle of right regenerator rider arches below ports 1 through 7.   
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Figure 8-2.  Repeatability of thermocouple data from rider arches.  Port 7 in the right 
regenerator traces out the same curve with variations of only ± 3 oF over 4 cycles of 
period 34.08 min (triangles).  The curve fit by Equations (8-1) and (8-2) is shown as the 
continuous curve, using ∆trev. = 0.5 min, tfire = 16.54 min, ∆th = 4.667 min, and ∆tc = 5.5 
min for all of the rider arches.   
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so few parameters is important.  Each temperature cycle defined by Equations (8-1 and 8-
2 has an average value:   
 

Tave  =  ½(Tmax +Tmin) – (Tmax -Tmin) f(tfire, ∆th, ∆tc, ∆trev)                  (8-3) 
 
where the period is tper = 2(∆trev + tfire) and  
 
f(tfire, ∆th, ∆tc, ∆trev)  =  

{∆th – ∆tc – tfire[exp(-tfire/∆th) – exp(-tfire/∆tc)]/[1–exp{-tfire/∆th)][1–exp{-tfire/∆tc}]}/tper 
 
is the weighting appropriate to the exponential fit.  Physically, the meaning of Equation 
(8-3) is that there is an average temperature which differs from the arithmetic mean of the 
peak and valley temperatures, ½(Tmax + Tmin), by an amount that depends on the shape of 
the curves.  This average value should be repeated cycle after cycle when the process is 
under control.   
 
 Equations (8-1 to 8-3) are presented to illustrate that well-chosen representations 
can capture the information contained in the PI database using several orders of 
magnitude less storage.  Perhaps the point is best made by comparison of the plot of rider 
arch temperatures as stored by the PI database (Figure 8-3), requiring about 105 words, 
with Table 8-1, which contains all 40 or so of the words required by Equations (8-1 to 8-
3).   
 
 The choice of exponential fits was physically motivated, of course.  The 
expectation that the gas stream and the checkers asymptotically converge on the same 
temperature, over some time scale determined by the thermal diffusivity and the size of 
the checkers (Günther, 1958; Trier, 1987) suggests the form of Equations (8-1 and 8-2), 
and the ability of the very simple fit to capture most of the variation of the signals verifies 
that this is a reasonable expectation.  In fact, the fit is sufficient to make several basic 
statements about handling this data.  The very same statements will be true for any more 
faithful fit, such as that provided by wavelets (Chui, 1977).   
 
 The first issue, data compression, is raised already.  As each 17.04-minute 
segment of data is captured, it can be reduced to values for Tmin and Tmax, and a ‘yes’ or 
‘no’ decision made on whether its fit to the scaled function for the cycle shape (curve in 
Figure 8-2) is satisfactory.  When the result is ‘yes’, the second-by-second data need not 
be stored, only the values for Tmin and Tmax.   
 
 An immediate advantage to using the scaled data is that it allows use of a simple 
metric to identify outliers.  Isolated bad data can be screened as it is acquired.  That is, in 
Figure 8-2, as each new data point (triangle) is captured during the process, its vertical 
distance from the cycle shape function [Equations (8-1 to 8-3)] can be computed, and 
values more than, say, 0.10 away from the expected values identified as outliers.  Such 
values could be discarded, stored for later inspection, or could be used to trigger a call for 
attention by engineers, operators, or sensor maintenance personnel.  The key point is that 
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Figure 8-3.  PI database storage for rider arch temperatures during February 2001 
production run.  At the rate of 1 sample/s, about 105 words of data are stored.   
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Table 8-1.   
Total Dataset (26 words) Needed to Reproduce Figure 8-3.   

Representation uses Equations (8-1 and 8-2) and the timescales in the caption of Figure 
8-2 above (4 words).  Total data compression achieved is about 2500:1.   

 
 

Thermocouple  
 

Tmin (oF) 
 

Tmax (oF)  
T2061 
T2062 
T2063 
T2064 
T2065 
T2066 
T2071 
T2072 
T2073 
T2074 
T2075 
T2076 
T2077 
T2081 

1232 
1270 
1360 
1352 
1341 
1382 
1220 
1351 
1406 
1416 
1385 
1334 
1301 
2577 

1552 
1471 
1553 
1719 
1694 
1634 
1542 
1526 
1531 
1547 
1661 
1786 
1747 
2669 

 
 
the same test is applied to all channels, rather than having a custom algorithm developed 
for each.   
 
 An operational upset could also lead to data values moving away from the 
established cycle shape function, and the correct response in that case is to initiate control 
action.  Thus, controls using the data need to be able to distinguish between isolated 
flukes in sensor reports and good data reporting systematic movements of the furnace 
away from the standard condition.  One test that makes the interpretation as a real, 
systematic movement would be the consistency of subsequent data, departing as far or 
farther from the standard condition.  This requires delaying any action until an ongoing 
pattern is established.  Another test to indicate good data is consistency with neighboring 
and related sensors.  For the rider arches, every thermocouple has at least one neighbor; 
the interior ones each have two neighbors.  If the neighboring thermocouples are 
reporting data with the same trend as the out-of-bounds signal, the likeliest interpretation 
would be that the data are good, and control action should be taken, or an advisory 
message should call attention to the departure.  This is an example of "sensor fusion," in 
which two or more sensors are used to validate each others’ data.  Alternatively, this can 
be described as replacement of a single-input control with a multiple input, based on the 
group of sensors rather than on one alone.   
 
 The issue of identifying and utilizing related sensor data necessarily involves 
establishing cause-and-effect relationships for events in the furnace.  Clearly, such a 
relationship is to be expected for the regenerator crown temperature:  when the rider 
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arches run hotter or cooler than normal, the crown temperatures must follow.  To 
determine the degree to which this is true, the first step would be to analyze the 
regenerator crown thermocouples in the same way as the rider arch thermocouples have 
been treated above.  However, only one regenerator crown thermocouple was indicating 
reliably during the February 2001 and May 2001 runs, the one at Port 1 on the left side 
(Figure 8-4).  The figure clearly indicates that the regenerator crown temperature history 
can be represented very well in the same manner as the rider arch temperatures, but, 
without additional data, firm cause and effect relationships cannot be established.   
 
 In seeking relationships to other data from the furnace, one might ask:  “Is rider 
arch temperature data useful for control, or only as a furnace status check?  Did it 
respond, for example, to the large excess of combustion air introduced in February 
2001?”  In this specific event, it was clearly responsive.  In particular, there is a morning 
and an afternoon dataset in the "Reversal" files for February 2001 and also for May 2001.  
During the morning of the February 2001 dataset, the air/gas ratio firing on the right side 
had been held at about 19 for several days, but was reduced to about 14 by evening.  For 
both the morning and evening of the May 2001 dataset, the right side air/gas ratio was 
13.5.  If the average of the rider arch Tave values is taken, it can be used as a measure of 
the general level of temperature, call it Tgen, in the flue.  This value Tgen was 140 oF hotter 
in February 2001 than in May 2001.  This suggests some longer-term changes in 
operation, perhaps beyond those due to the air/gas ratio changes.   
 
 Tracking Tave over a production run, one can tell at a glance whether the process 
is stable or not, and deviations of 25 oF or greater will be apparent in such a plot even 
though such small changes would not be apparent in the raw plot of several hundred 
cycles drawn as a continuous curve.  Certainly the use of any discrete sample time (such 
as hourly sampling, for example) would be confusing at best and meaningless to the user 
most of the time (Figure 8-2).   
 
 In summary, the behavior of the rider arch temperatures can be monitored with 
little effort (and great stability) by imposing a template such as the exponential fit (or a 
better approximation in the form of a wavelet), extracting and tracking average values 
over whole cycles, and monitoring incoming data for departure from the predictive 
template.  This kind of sensor fusion can stabilize control loops that have used single-
input signals and are thus vulnerable to outliers in the data.  The template can reject 
outliers with great confidence.   
 
 The basic problem here is the presence of many time scales in the data.  For the 
rider arch example, there are clearly changes on the scale of minutes when tracking the 
cycle shape, changes on the scale of hours as the cycle average evolves, perhaps also 
diurnal cycles, and long-term drift over the duration of a production run.   
 
 For effective utilization of such data by operators and engineers, separate displays 
would be provided on these time scales.  A record such as that shown in Figure 8-1 could 
be collapsed onto the template (except for Ports 3 and 4) and checked for departure from 
the template as the cycle evolves.   
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Figure 8-4.  Regenerator crown temperature cycle.  The thermocouple is near Port 1 in 
the left regenerator; triangles give data for February 14, 2001.  High circles indicate firing 
on the right (HS-2SIDEFIRE = 1); low circles denote firing on the left (HS-2SIDEFIRE 
= 1).  The curve is described by Equations (8-1 and 8-2), with parameters from Table 8-1 
for thermocouple no. T2081.   
 
 
 There remains the curious problem that the Port 3 and 4 thermal cycles appear as 
though truncated.  Were the airflow through the checkers uniform and heat transfer 
conditions at the gas/packing interface the same, these cycles would resemble the others.  
The fact that they do not suggests either flow anomalies or the presence of contamination 
on the refractory.  Could Na2SO4 be freezing and melting in large quantities in these 
zones, and not in the others?  Could the thermocouples be in a place where there are local 
heat sources and sinks?  Could the thermocouples be mounted in a different way from the 
others?  The Port 4 thermocouple seems more deeply embedded in refractory, because its 
response is smoother and has peaks and valleys that lag the others by a couple of minutes.  
Did these signals also have this truncated form at the beginning of this tank’s present 
campaign?   
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9.  MODELING AND CONTROL OF A FLOAT GLASS ANNEALING LEHR* 
 

William G. Houf 
Sandia National Laboratories 

Livermore, CA 
 
 

Introduction 
 

 Work on modeling and control of float glass annealing lehrs continued, in order 
that maximum benefit will be realized from the results obtained by Bertram (2001a and 
2001b) and Houf (2002) in the first phase of the project.  This section presents the details 
of a fully coupled 3-dimensional model of heat transfer in a float glass annealing lehr that 
is designed to execute rapidly on a small computer workstation so that it may be used by 
process engineers to determine optimum set points for lehr operation.  The model 
executes rapidly enough that it may also be suitable for use in real-time model-based 
control.   
 
 A float glass annealing lehr is a large enclosure through which a thin ribbon of 
float glass continuously moves at a fixed speed.  The proper annealing of float glass 
requires control of the temperature history of the glass ribbon as it moves through the 
lehr.  If the ribbon is cooled too slowly or too rapidly, undesirable residual stresses can 
occur in the glass that make final cutting of the glass difficult.  If large temperature 
variations develop across the width of the glass ribbon, then large membrane stresses can 
occur that warp or even split the glass ribbon before it can be cut.   
 
 Controlled cooling of the float glass in a continuous feed production facility is 
performed in the annealing lehr.  The annealing lehr may be as long as 120 meters and is 
approximately 5 meters in width.  Longitudinally the lehr is broken into several zones, 
each of which acts as a separate heat exchanger.  Laterally each zone is divided into 
several flues or ducts through which air flows at a controlled rate and initial temperature.  
The exterior walls of the ducts form the top and bottom surfaces of the lehr enclosure and 
as the hot glass ribbon is drawn through the lehr on rollers it exchanges heat with the air 
flow in the ducts.  By varying the flowrate and inflow temperatures of the air in the ducts, 
both the longitudinal and lateral temperature distribution of the glass ribbon can be 
controlled as it cools.  Figure 9-1 shows a sketch of a portion of the annealing section of a 
typical float glass lehr.   
_______ 
*Presented at the 6th American Society of Mechanical Engineers - Japan Society of 
Mechanical Engineers Thermal Engineering Joint Conference, Paper No. TED-AJ03-111, 
Hawaii Island, Hawaii, March 16-20, 2003.  Copyright © 2003, The Japan Society of 
Mechanical Engineers.  All rights reserved.   
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 In typical operation, set points for duct air flowrates and temperature are 
determined from past experience.  Any change in conditions of the glass ribbon, 
environment, or production schedule may require trial-and-error tuning to maintain stable 
operation of the lehr.  This can be a costly and time-consuming process and often results 
in set points that may not produce optimum yield.   
 

 
 

Figure 9-1.  Sketch of a portion of the annealing section of a typical float glass lehr.   
 
 
 This paper presents a fully coupled 3-dimensional model of heat transfer in an 
annealing lehr that is designed to execute rapidly on a small workstation.  The model 
treats heat conduction and advection in the moving glass ribbon and considers the 
semitransparent nature of radiative heat transfer in the glass.  The model also accounts for 
mass flow of air and heat transfer in the cooling ducts and surface-to-surface radiative 
exchange between the exterior walls of the ducts and glass ribbon.  The model computes 
a total energy balance on the lehr as part of each simulation.   
 
 Results show the effects of operating conditions on the glass temperature 
distribution in a typical lehr and illustrate the use of mathematical modeling to improve 
design, operation, and control.  The model has also been used to perform inverse 
problems, where necessary changes in lehr operating conditions required to compensate 
for changes in lehr inlet glass temperature have been computed.  Finally, a simple lehr 
temperature control algorithm is proposed and demonstrated by application to successful 
control of the lehr simulation model.   
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Mathematical Model 
 
 Previous modeling studies on annealing lehrs include the work of Chui (1977) 
who considered gray-body radiation between the moving glass ribbon and its enclosure 
and convection of gas in the flue system for a lehr with identical arrays of top and bottom 
ducts.  Gardon (1982) used a one-dimensional model of heat transfer in an annealing lehr 
to compute annealing stresses and lehr thermal performance.  Bertram (2001b) developed 
a closed-form solution for the heat transfer between the glass ribbon and a single duct 
when the ribbon and duct are considered infinitely wide. 
 
 This paper presents the details of a fully coupled 3-dimensional model of heat 
transfer in a float glass annealing lehr that is designed to execute rapidly on a small 
computer workstation so that it may be used by process engineers to determine optimum 
set points for lehr operation.  The model treats heat conduction and advection in the 
moving glass ribbon and includes the non-gray semitransparent properties of radiative 
transfer in the glass. The model also accounts for mass flow of air and heat transfer in the 
cooling ducts and surface-to-surface radiative exchange between the exterior walls of the 
ducts, lehr side walls, and the glass ribbon.  Heat transfer to the rollers supporting the 
moving glass sheet is presently not considered in the analysis. 
 
 The lehr heat transfer model is based on the schematic representation of the cross-
section of a typical float glass annealing lehr shown in Figure 9-2.  A radiation enclosure 
is formed by the inside walls of the cooling flues, the lehr sidewalls, and the glass ribbon.  
Heat is exchanged by radiation among the surfaces of this enclosure and the net gain or 
loss of energy by the glass ribbon results in its temperature change as it moves through 
the lehr.  Heat is also transferred by convection from the flue walls to the flowing air 
stream and the temperature of the air is changed accordingly.  Heat loss through the lehr 
side walls to the ambient is also included.   
 

 

z

y

 glass sheet

 lower cooling flues

 upper cooling flues

θ

 
Figure 9-2.  Schematic of cross-section of a typical float glass annealing lehr.   
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 The conservation of energy equation for the glass ribbon is of the form 
(definitions of symbols may be found in the list of nomenclature at the end of this 
section) 
 
Glass ribbon:   
 

ρc p u
∂T
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=
∂
∂y

k
∂T
∂y

 
 
 

 
 
 +

∂
∂z

k
∂T
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 −

∂qrad
∂z

                                     (9-1) 

 
where T is the local glass temperature, k and cp are the thermal conductivity and specific 
heat of the glass respectively, u is the speed of the glass ribbon, and qrad is the local 
radiative heat flux inside the glass sheet. 
 
 Conduction of heat in the direction of the glass ribbon pull (x) was neglected 
compared to advection. For the air in each of the flues the conservation of energy 
equation is  
 
Flue air:   
 

±mic p,air
dTair,i

dx
+ h(Twall ,i − Tair,i )wi = 0                                    (9-2) 

 
where mi is the air mass flow rate through flue i, cp,air is the specific heat of air, Tair,i is the 
local air temperature in flue i, Twall,i is the local flue wall temperature, wi is the width of 
the flue, and h is the heat transfer coefficient between the flue wall and the flue air.  The 
negative sign on the first term of Eq. (9-2) is used when the flue air and glass ribbon are 
in concurrent parallel flow, while the positive sign is used when they are in counterflow.  
The model can consider an arbitrary number of flues; in the present analysis 8 flues (see 
Figure 9-2) were considered, and Eq. (9-2) represents 8 equations for the individual flue 
air temperatures.  Equation (9-2) assumes that the temperature of the air in each flue 
varies only in the direction of flow and that heat transfer between adjacent flues and to 
the environment is negligible. 
 
 To evaluate the gradient of the radiative heat flux in Eq. (9-1) the glass ribbon was 
assumed to be a plane-parallel absorbing-emitting medium and the radiation field within 
the glass was determined by solving the one-dimensional radiative transfer equation 
 

cosθ
∂I λ
∂z

= −κ λI λ + κ λIb,λ                                               (9-3) 

 
where Iλ(θ, z) is the spectral intensity, κλ is the spectral absorption coefficient of the 
glass, and Ib,λ(T) is Planck's function.  Eq. (9-3) is solved for Iλ(θ, z) subject to boundary 
conditions on the top and bottom faces of the glass ribbon that account for transmission 
and reflection at the glass surface.  The irradiation on the faces of the glass ribbon is 
computed as part of the enclosure analysis given by Eqs. (9-5) through (9-7).  Once the 
intensity in the glass is computed, the positive and negative components of the radiative 
flux as well as the total radiative flux are then obtained from Eq. (9-4) 
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qrad (z) = qrad

+ (z) + qrad
− (z) =

2π I λ0

1∫
λ
∫ (z, µ)dµdλ + 2π I λ−1

0∫
λ
∫ (z ,µ)dµdλ                            (9-4) 

 
where µ = cos θ and the integration over λ is for wavelength.  Data for the spectral 
absorption coefficient of glass (Viskanta and Anderson, 1975) indicates that glass is 
opaque to radiation greater than approximately 4.5 µm.  Hence a 2-band model was used 
where the glass was considered to be semitransparent with a constant absorption 
coefficient at wavelengths less than 4.5 µm and opaque to radiation greater than 4.5 µm.  
Equation (9-3) is solved in closed form (Viskanta and Anderson, 1975; Brewster, 1992) 
for use in the lehr heat transfer model.   
 
 Heat transfer in the lehr enclosure is dominated by radiation and the net radiative 
exchange method (Siegel and Howell, 1992) was used to compute the energy transfer.  
The equations are of the form 
 

Ji = εwall,iσTwall,i
4 + (1− εwall,i )Gi                                         (9-5) 

N

Gi = J j
j=1
∑ Fj −i                                          (9-6) 

Gi − Ji − qi = 0                                          (9-7) 
 
where Ji is the radiosity leaving an element i, Gi is the irradiation on a wall or glass 
surface element i, εwall,i is the emissivity of wall element i, σ is the Stefan-Boltzmann 
constant, Twall,i is the temperature of wall element i, qi is the convective or conductive 
heat flux from wall element i, and Fj-i are the shape factors between elements on the walls 
and elements on the top and bottom surfaces of the glass ribbon.  For flue wall elements 
the expression qi = h(Twall,i-Tair,i) is used in Eq. (9-7) to account for convective heat 
transfer to the flue air.  For lehr side wall elements the expression qi = U(Twall,i-Tamb) is 
used in Eq. (9-7) to account for heat loss through the side walls to the environment, 
where U is an overall heat transfer coefficient and Tamb is the ambient temperature.  
Radiosities, Ji, leaving lehr wall elements are computed from Eq. (9-5), while radiosities 
leaving elements on the top and bottom surfaces of the glass ribbon are computed as part 
of the solution to Eq. (9-3).  Temperature gradients in the longitudinal direction are small 
and were neglected in computing the radiative exchange in the enclosure. 
 
 The three-dimensional temperature distribution in the glass sheet is found by 
marching Equations (9-1) through (9-7) in the longitudinal direction (x).  The y and z 
derivatives in Eq. (9-1) are discretized with central differences over a two dimensional 
mesh placed over the cross-section of the glass ribbon and the closed-form solution to Eq. 
(9-3) is used to evaluate the gradient of the radiative heat flux.  These differential 
equations for glass temperature and the differential equations for flue air temperatures 
(Eq. (9-2)) are solved in conjunction with the nonlinear algebraic equations (Eqs. (9-5) to 
(9-7)) for the temperatures of the lehr flue walls and side walls using the Sandia 
developed code DASSL (Petzold, 1982).  For cases where the flue air and glass ribbon 
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are in counterflow a shooting method is also used to iterate for the specified flue air inlet 
temperatures.  A grid refinement study was performed to ensure that the solution was 
independent of grid size. 
 

Baseline Results 
 
 A set of baseline dimensions and operating conditions for a typical counterflow 
float glass annealing lehr are shown in Table 9-1 (Chui, 1977).  The baseline mass 
flowrate of air through each of the flues was computed by setting the product of total air 
mass flowrate and air specific heat equal to the product of the glass mass flowrate and 
glass specific heat.  The individual flue air flowrates were set by dividing the total air 
flowrate by the number of flues.  The heat transfer coefficient in the flues was determined 
from the empirical expression (Perkins and Worsoe-Schmidt, 1965) 
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                                   (9-8) 

 
where Nuw is the Nusselt number, Rew is the Reynolds number, D is the hydraulic 
diameter of the flue, Tw is the flue wall temperature, and Tb is the bulk temperature of the 
air.  For values of (x/D) greater than 24 the (x/D) term is dropped. 
 
 Viskanta and Anderson (1975) report a glass absorption coefficient of 
approximately 1.0 cm-1 in the semitransparent band and this was taken as the baseline 
value.  If a Planck-averaged value is computed at 1000 K, then the value becomes 
approximately 3.0 cm-1.  A baseline value of 0.2 was used for the glass surface reflectivity 
based on Viskanta and Anderson (1975). 
 
 Figure 9-3 shows temperature contours across and down the glass ribbon for 
baseline operating conditions.  The glass cools faster near the edge of the ribbon due to 
heat loss through the walls of the lehr and because there is more flue air per unit mass of 
glass under the edge flues. 
 
 Figure 9-4 shows a comparison of glass and flue air temperatures from the present 
analysis with the analysis of Chui (1977).  Chui considered an opaque glass ribbon with 
an emissivity of 0.8.  The two-band semitransparent model of the present analysis was 
made to simulate Chui's opaque glass ribbon by assuming a very large value of the 
absorption coefficient (1000 cm-1) in the semitransparent band and a value of 0.2 for the 
glass surface reflectivity.  The best agreement with the results of Chui were obtained 
when a constant value of h = 17 W/m2 was used for the convective heat transfer 
coefficient between the flue walls and flue air.   
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Figure 9-3.  Temperature contours in the center plane of the glass ribbon for baseline 
conditions (5 K intervals). 
 
 

Table 9-1.   
Baseline operating conditions for counterflow float glass annealing lehr.   

 
Glass Ribbon 

Width 330.2 cm 
Thickness 0.254 cm 
Speed 1270 cm/min 
Glass Inlet Temperature 838.7 K 

Lehr 
Width 406.4 cm 
Height 51.054 cm 
Length 2743.2 cm 
Side wall Conductance (U) 1.42x10-4 W/cm2K 
Wall emissivity 0.90 

Flues 
Width 50.8 cm 
Height 15.24 cm 
Length 2743.2 cm 
Air Inlet Temperature 616.4 K 
Wall emissivity 0.90 

 
 
 The value of the reflectivity of glass can vary depending on the material 
comprising the glass and the wavelength and angle of incidence of the incoming 
radiation.  The sensitivity of the model calculations to variations in the reflectivity of the 
glass was assessed by using the standard model parameters and varying the value of the 
glass reflectivity between 0 and 0.2.  Figure 9-5 shows the lateral temperature variation 
across the exit of the glass ribbon for different values of glass reflectivity.  Temperature at 
the center of the glass ribbon varies from approximately 730 K for a reflectivity of 0.2 to 
a value of 748 K for a reflectivity of 0.05. 
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Figure 9-4.  Comparison of longitudinal (x-direction) temperature distributions from 
present analysis (lines) with the analysis of Chui (points) for an opaque glass sheet 
assuming a flue to air heat transfer coefficient of 17 W/m2.   
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Figure 9-5.  Computed lateral (y-direction) temperature distribution in the glass sheet at 
midplane at the lehr outlet for different values of glass surface reflectivity (baseline 
conditions).   
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Inverse Problem 
 
 The results above illustrate the application of the model to compute glass ribbon 
response given a set of inlet conditions for the glass ribbon and flue air.  The model can 
also be used to solve inverse problems where the inlet flue air conditions required to 
achieve a desired exit glass temperature profile are computed.  This procedure is similar 
to a control scheme where the inlet and outlet glass temperatures are monitored and the 
model supervises the flue air inlet conditions to correct the glass outlet temperature to a 
pre-set target.  The numerics of this inverse method are accomplished by treating the lehr 
model as a system of nonlinear functions where the flue inlet conditions are the inputs 
and the difference between the glass outlet temperature and the desired pre-set outlet 
temperature profile are the responses to the inputs.  A Powell Hybrid method (Powell, 
1988) was used to find the inputs of this system that minimize the sum of the squares of 
the output response functions.   
 
 As an example of the inverse method consider the baseline counterflow annealing 
lehr of Table 9-1 with a uniform inlet glass temperature of 838.7 K.  For the flue air 
flowrates specified in previous section it is desired to compute the inlet air temperatures 
of the 4 upper and 4 lower flues required to cool the glass ribbon to a uniform outlet 
temperature of 728 K.  The inverse method computes that the inlet air temperature in the 
8 flues from edge to center to be 758.4, 696.3, 690.3, and 686.9 K, respectively, where 
the temperatures in the adjacent top and bottom flues are assumed equal.  Figure 9-6 
shows contours of the temperature in the glass ribbon at center plane for the inverse 
problem.  The temperature profiles show that the glass temperature cannot be uniformly 
maintained throughout the cooling process.  Although the exit temperature of the glass 
ribbon is controlled to be uniform, a temperature difference of approximately 0.25 K 
exists between the edge and center of the glass ribbon at the center plane.   
 
 

 

(K)

 
 
Figure 9-6.  Temperature contours in the center plane of the glass ribbon for inverse 
problem (5 K intervals).   
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Control Algorithm 
 
 The lehr heat transfer model coupled with the inverse method of the previous 
section could be used as a control algorithm for the lehr.  In this case the model must 
execute quickly enough on a small computer so that it could be applied on-line. 
 
 As an alternative the lehr model and inverse method could be applied off-line to 
create a schedule of operating conditions.  In this approach, the flue conditions required 
to obtain a desired target glass exit temperature profile are first computed with the lehr 
model and inverse method.  A perturbation is then introduced into one of the inputs of the 
model, such at the glass inlet temperature, and the inverse method is again applied to 
compute the change in flue conditions required to bring the glass exit temperature back to 
the target value.  These two calculations are used to compute a relationship between the 
perturbation to the input and the change in flue conditions required to correct it.  These 
relationships are called control coefficients and they may be used in a linear projection 
algorithm for on-line control of the lehr.  A control algorithm of this type can initiate fast 
corrections to unexpected disturbances to a particular input.  Although the control 
coefficients are valid for a wide range of disturbances, the lehr model and inverse method 
could be activated off-line periodically to improve and update the coefficients. 
 
 As an example, consider the results shown in Figure 9-6 as the standard operating 
point for the lehr.  For this case the inverse method was used to compute the flue air 
temperatures required to cool the glass from a uniform inlet temperature of 838.7 K to a 
uniform outlet temperature of 728 K. For a perturbation in the glass inlet temperature, the 
control coefficients are to be calculated for a linear projection algorithm that will bring 
the glass exit temperature back to the desired target value of 728 K.  To compute the 
control coefficients the original uniform glass inlet temperature of 838.7 K is perturbed 
by 10 K to a value of 848.7 K.  The lehr model and inverse method are then executed 
again to compute a new set of flue air temperatures required to bring the glass exit 
temperature back to the target value of 728 K.  Glass and flue air temperatures from this 
calculation as well as the original calculation in Fig. 6 are used to compute control 
coefficients according to the relationship 

 
Ci = (T flue in , s −T flue in, p ) /(Tglass in, s − Tglass in, p )                                 (9-9) 

 
where, Ci is the control coefficient for flue i, Tflue in is the prescribed flue air inlet 
temperature for flue i, and Tglass,in is the glass inlet temperature in the center of ribbon at 
the point directly beneath flue i.  The subscripts s and p refer to standard and perturbed 
values of the temperatures respectively.  Table 9-2 shows values of the control 
coefficients for standard lehr operating conditions shown in Figure 9-6, where the inlet 
glass temperature has been perturbed by 10 K.  For this example case the control 
coefficients are assumed equal for adjacent upper and lower flues and symmetric about 
the centerline of the lehr.   
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Table 9-2.   
Control coefficients for example lehr problem.   

 
Flue Location Control Coefficient, Ci 

Edge -0.7680 
Next to Edge -0.1616 
Next to Central -0.8579 
Central -0.9417 

 
 
The control coefficients are used in a linear projection algorithm of the form 

 
T flue in = C (Tglass in − Tglass in, s ) +T flue in, s                                    (9-10) 

 
to perform on-line changes to flue air inlet temperature, Tflue in, as a response to changes 
in the inlet glass temperature profile Tglass in.   
 
 The linear projection control algorithm given by Eq. (9-10) was tested by 
applying it to control the lehr model.  To test the algorithm the inlet glass temperature to 
the lehr was perturbed from the baseline uniform value to the parabolic profile shown in 
Figure 9-7.  For this parabolic glass inlet temperature profile the flue air inlet 
temperatures required to bring the glass exit temperature back to the uniform target exit 
temperature of 728 K are projected using Eq. (9-10) with the control coefficients in Table 
9-2.  The flue air inlet temperatures computed from Eq. (9-10) are then used in the 
annealing lehr model (without the inverse algorithm) to compute the glass exit 
temperature.  If the projection algorithm is valid, the computed glass exit temperatures 
should be very close to the uniform target value of 728 K.  Figure 9-8 shows contour 
plots of the temperature in the glass ribbon for the linear projection algorithm test case.  
The exit temperature of the glass is very close to the uniform target value of 728 K and 
has a root-mean-squared error of approximately 0.05%.  Hence, it appears that the linear 
projection scheme would provide a satisfactory means of on-line control.   
 

Summary of Lehr Modeling and Control 
 
 A fundamental 3-dimensional model for heat transfer in a float glass annealing 
lehr has been presented.  The model executes rapidly on a small computer workstation 
and has practical application for use by process engineers in determining optimum set 
points for annealing lehr operation.  The model has been used to perform inverse 
problems, where necessary changes in lehr operating conditions to compensate for 
changes in load or other perturbations have been computed.  This capability, coupled with 
the models fast execution on a small workstation indicates that it may also be suitable for 
use in real-time model-based control of float glass annealing lehrs.  As an alternative, a 
quick linear projection control scheme has been developed and demonstrated by 
application to successful control of the lehr simulation model.  The model computes a 
total energy balance on the lehr as a part of each simulation.   
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 Because the goal of an annealing lehr is to control stress in the glass, future work 
should include the development and coupling of a stress model with the annealing lehr 
thermal model.   
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Figure 9-7.  Baseline and parabolic glass inlet temperature profiles.   
 
 
 

 
 
Figure 9-8.  Temperature contours in the center plane of the glass ribbon for linear 
projection algorithm test case (5 K intervals).   
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Nomenclature for Section 9 
 
cp  specific heat 
Ci control coefficient for flue i 
D  hydraulic diameter of the flue 
Fj-i  shape factor from element j to element i  
Gi  irradiation on element i 
h  heat transfer coefficient from flue wall 
Ib,λ(T)  Planck's function 
Iλ(θ, z)  spectral radiative intensity in the glass sheet 
Ji  radiosity leaving element i 
k  thermal conductivity 
mi  air mass flow rate through flue i 
Nuw  Nusselt number 
Pr  Prandtl number 
qi  convective or conductive heat flux from element i 
qrad  radiative heat flux in glass sheet 
Rew  Reynolds number 
T  temperature 
U  overall heat transfer coefficient 
u  speed of the glass ribbon 
wi  width of the flue i 
x,y,z Cartesian coordinates 
εwall,i  emissivity of wall element i 
κλ  spectral absorption coefficient of the glass 
λ  wavelength 
µ  cos θ 
θ  azimuthal angle 
ρ  density of glass ribbon 
σ  Stefan-Boltzmann constant 
 
Subscripts 
 
air  values for air 
b  bulk fluid properties 
flue in  inlet flue air temperature 
glass in  inlet glass temperature 
i,j  element numbers 
p  perturbed value 
rad  radiative flux 
s  standard value 
w or wall  values at the wall 
x  value along the x-coordinate direction 
λ  wavelength 
+,-  upward and downward flux values 
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Appendix B 
 
 

TEST PLAN FOR THE NOx CONTROL EXPERIMENTS 
 

Robert G. Hillaire,*  Yu Jiao,†  David Hanekamp,†  and  John J. Connors† 
 

*Sandia National Laboratories 
Livermore, CA   

 
†Glass Technology Center 

PPG Industries, Inc., Pittsburgh, PA   
 
 
1.  Furnace Off Control Test (Cap Test, Open-Loop Benchmark) 
 
 This test will indicate the amount of variance we can expect in NOx production 
when not changing any process controls.  We simply set the process controls at constant 
values and monitor the process for several cycles.   
 

• Experiment setup:  
o NOx loop off, Crown temperature loop off, Air/Gas ratio at a fixed 

setpoint 
• Test duration:  

o Two hours 
• Measurements:  

o NOx measurement 
o Crown temperatures (All crowns) 
o Regenerator temperatures (Rider Arch and Regenerator crowns) 
o Combustion air flow 
o Individual port gas flow 
o Melter pressure 
o Actual Combustion actual air flow and gas flow 
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2.  NOx Source Identification Test 
 
 The objective of this test is to identify sources of NOx production and its 
relationship among other measured process variables.  The hypothesis of this test is that 
the main source of the NOx generated in the 14-2 furnace is from improper fuel 
distribution and the majority of the NOx is generated in the down-tank area of the 
furnace.  To verify this hypothesis and identify potential gas distribution improvements, 
we would conduct the following test:   
 

• Experiment procedure: 
o Beginning on the downstream port on the left side, reduce the gas flow 

4000 cfh on each port, one port at a time, for one firing cycle. 
o Wait several firing cycles after completing each port before moving 

upstream to the next port.   
o Complete all of the left ports before moving to the right side ports. 
o The experiment should be conducted twice: once while producing GL20 

and once on any other product. 
• Experiment setup: 

o NOx loop off control, crown temperature loop off control 
o Fixed combustion air flow (Total gas flow will change because of the port 

gas reduction) 
• Measurements: 

o NOx sensor, Crown temperatures (All crowns), Combustion air flow, Port 
gas flows, Melter pressure, Regenerator temperatures, Existing Oxygen 
sensors, ENERAC measurement at the center of connecting flue for NOx 
and other parameters 

• Duration: 
o Two days, one day for each side.   
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3.  Existing NOx control loop magnitude test (static test) (zeroth order test) 
 
 The objective of this test is to verify the magnitude of NOx production related to 
the current NOx control scheme for the purpose of future improvements to the NOx 
control loop. This test will show how NOx is affected by a static change in the control 
value.  We will also be able to determine to what extent the control setting from the 
previous firing cycle and the previous reversal has on NOx production.  The prescribed 
firing order will allow us to determine the affects of the previous cycle and the preceding 
two cycles in several combinations.  The duration of the test is sufficiently long so that 
parasitic perturbations in the process may be filtered out of the results. 
 

• Experiment procedure 
o Alternate the NOx control loop’s output in a predefined pattern as follows: 

 
Firing 
Cycle 

Left Control 
Effort (%) 

Right Control 
Effort (%) 

1 0 0 
2 100 0 
3 0 100 
4 100 100 
5 0 0 
6 100 0 
7 0 100 
8 100 100 
9 0 0 
10 100 0 
11 0 100 
12 100 100 

 
o Maintain a constant control value for the entire firing cycle.  Each firing 

cycle will have either a “high” setting or “low” setting in a prescribed 
order.  The prescribed order will exercise several combinations that 
change the previous cycle conditions. 

• Experiment setup: 
o NOx loop in Manual, Crown temperature loop off control (Fixed total gas 

flow 
• Measurements: 

o NOx sensor, Crown temperatures, Combustion air flow, Total gas flow, 
Regenerator temperatures, Melter pressure 

• Duration: 
o One firing cycle per step.  Entire experiment will take about 6 hours.   
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4.  NOx Control Trend Test (first order test, reaction curve) 
 
 The objective of this test is to verify the controllability of NOx using the current 
control scheme. The test will determine if there are “irrevocable” process characteristics 
that cannot be manipulated once the firing sequence has begun (i.e. once NOx production 
passes a certain level, it will not come back down during this cycle regardless of the 
changes in control).  The test sequence also exposes any non-linear effects in NOx 
production.  The prescribed cycles will exercise several combinations of conditions to 
expose not only the single cycle conditions, but also whether the previous cycle firing 
conditions affect NOx production.   
 

• Experiment procedure: 
o The control setting for each firing cycle will be either “high” or “low” at 

the beginning of the cycle, then at the halfway point, the control setting 
will be changed to its complement.   

o Change the NOx control loop’s output in a predefined pattern as follows: 
 
Firing Cycle Left 

Control 
Effort 
(%) 

Right 
Control 
Effort 
(%) 

 Firing Cycle Left 
Control 
Effort 
(%) 

Right 
Control 
Effort 
(%) 

0-½ 50 0  0-½ 0 50 
½-1 50 100  ½-1 100 50 
1-1½ 50 0  1-1½ 0 50 
1½-2 50 100  1½-2 100 50 
2-2 ½ 50 100  2-2 ½ 100 50 
2½-3 50 0  2½-3 0 50 
3-3 ½ 50 100  3-3 ½ 100 50 
3½-4 50 0  3½-4 0 50 
4-4 ½ 50 0  4-4 ½ 0 50 
4½-5 50 100  4½-5 100 50 
5-5½ 50 100  5-5½ 100 50 
5½-6 50 0  5½-6 0 50 
6-6 ½ 50 0  6-6 ½ 0 50 
6½-7 50 100  6½-7 100 50 
7-7 ½ 50 100  7-7 ½ 100 50 
7½-8 50 0  7½-8 0 50 

 
• Experiment setup: 

o Crown temperature loop in Auto, Melter pressure loop in Auto 
• Measurements: 

o NOx sensor, Crown temperatures, Combustion air flow, Total gas flow, 
Regenerator temperatures, Melter pressure 

• Duration: 
o The length of experiment will be a total of 32 firing cycles, about 8 hours.   
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Appendix C 
 
 

FULL FURNACE SIMULATION RESULTS:   
Comparison of Oxygen Mole Fractions at the Glass Surface and Crown 

 
Padmabhushana R. Desam and Philip J. Smith 

Combustion and Reaction Simulations (CRSIM) Research Group 
The University of Utah, Salt Lake City, UT 
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Figure C-1.  Mole fractions of oxygen at the glass surface from the full furnace model.   
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Figure C-2.  Mole fractions of oxygen at the crown from the full furnace model.   
 
 
 
 
 

Table C-1.  Mole fractions of oxygen from the full furnace model.   
 
Oxygen levels Port 1 Port 2 Port 3 Port 4 Port 5 Port 6 

Crown Average 0.1263 0.1283 0.1180 0.1074 0.1160 0.1192 

Glass Average 0.1097 0.1089 0.1044 0.1019 0.0995 0.1037 

Crown Centera 0.1166 0.1249 0.1148 0.0970 0.1100 0.1068 

Glass Centerb 0.1939 0.1962 0.1457 0.0800 0.1312 0.1783 

a. Crown center:  value at the geometrical center of the crown for the particular port.   
b. Glass center:  value at the geometrical center of the glass surface for the particular 
 port.   
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